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Here's a checklist on reasonable com· 

pensation that can help you support your 

expert opinion in divorce cases. 

Accompanving the checklist is a current 

comprehensive billliography of compen· 

sation databases. 

I 
'ThR App11·c~:::. tio-·r- r)F i···1,:::'.\gr...,r:.:iqcicJr·1 ~ CA ,J I '··· , \.,,J' .......... • .•. :l .. . 

Analysis to the ou~F=!Ct~ l'v'h:irke·c 
Data IVlethod 

By James A. DiGabriele, D.P.S., CPA/ABV, CFE, CFSA, DABFA. Cr.FA, CVA, and 
Marie G. Filler, CPAJABV, CBA, AM, CVA 

What is regression analysis, and where have you seen it before? 

7 FYI ... 

Technically speaking, curve fitting, also termed regression analysis or regression, is a generic term 
for all methods of quantifying the relationship between two groups of variables by constructing a 
model that fits the data. The model may then be used either to merely describe the relationship 
between the two groups of variables or to predict new values. 

• Pension Protection Act ol 2006 

• New exposure draft on independence 

interpretations 

• A call for papers 

The two groups of variables involved in r~ression are usually denoted as x and y, and the purpose 
of regression is to build a model y = f (xt. Such a model tries to explain or predict the variations in 
they-variable, or dependent variable, from the variations in the x-variable, or independent variable. 
The link between x and v is achieved by applying the model to a set of data that includes both x­
and y-values; for example, an economist may collect data in order to evaluate price increases based 
on either demand or changes in the money supply, or changes in inflation or interest rates. 

In business valuation (BV), for example, it is commonly known that, ceteris paribus, value is a func­
tion of cash flow. Therefore, various databases such as Bizcomps, Pratt's Stats, Done Deals, and 
IBA, have collected data sets from market transactions that include for each transaction, among 
other items of interest selling price and Seller's Discretionary Earnings (SOE). Regression is then 
used to relate selling price, the v-variable, to SOE, the x-variable. Once you have built a regression 
model, you can predict the selling price for your subject company, using the known SDEs from the 
database as the predictors. 

Although regression is a technique that has not yet been accorded widespread use in BV, there are 
some valuation applications that are familiar. For instance, your personal residence is appraised for 
assessment purposes using a form of regression known as multiple regression, wherein the selling 
prices of all homes in the municipality over a given time period are regressed against such x-vari­
ables as square footage, age, number of bathrooms, lot size, and the like. Plugging the x-variables of 
your home into the model produces assessed value. 

In BV. the pioneering work of Jay Abrams relating equity value and the subject company's discount 
rate tc lbbotson's 10 decHes of stock market returns was accomplished using reQression, as was a 
similar study carr:ed out by Grabowski and King using, instead of 10 deciles, 25 percentiles ro deter. 
mine *e d:scour.: rate based m1 various p1cxies for sizs. Grabowski and Ki'lg went on to regress the 
equity risk prer1ium against annual a·~erage operating mar~in, tf1e coefficient of variation ot annual 
operatir.G margin, and the coefficiei1t of variation of annl.ial returns to shareholders' equity. Each of 
these exa113les provided ;iractitioners ·:vith the model's ot:t~t, tt:e x-variao:e coefficients t~at. 
when mtJt1pl!ed by rile apprapriatex-variabie. produced the subj~ company's value or oisccum 
<<i:e or et;l!ity risk prnrnium, wr!h no adc1:lonal knowledge or worl<. However, ail of tl;ese BV regres­
s;::>ri app'!cat!ons are confined to the incon1e apprnacr.. 
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Continued fl om pa,qe 1 

In this series of articles, the authors will 
attempt to introduce and encourage the use of 
regression analysis as it applies in general to 
the market approach, and more specifically to 
the direct market data method using the 
Bizcomps database. 

A Brief Introduction to 
Simple Linear Regression 

If you plot two variables against each other in a 
scatterplot, or scatter graph, the values usually 
do not fall in a perfectly straight line. If you 
perform a linear regression analysis, you 
attempt to tind the line that best estimates the 
relationship between the two variables (the v·. 
or dependent, variable, and the x-, or independ­
ent. variable). The line you find is called the fit­
ted regression line, and the equation that speci· 
fies the line is called the regression equation. 

If the data in a scatterplot faN approximately in a 
straight line, you can use linear regression to find 
an equation for the regression line drawn over 
the data. Usually, you will not be able to fit the 
data perlectly. so some points will lie above and 
some below the fitted regression line. 

The regression line that Excel fits will have an 
equation of the fonn y "" a + bx. Once again, y 
is the dependent varrable, the one you are tiying 
to predict, and x is the independent, or predictor, 
variable. the one that is doing the predicting. 
Finally, a and b are called coefficients. Figure 1 
on page 3 shows a line with a = 10 and b = 2. 
The short vertical line segments represent the 
errors. also called residuals, which are gaps 
between the line and the points. The residuals 
are the differences between the observed 
dependent values and the predicted values. 
Because a is the point at which the line inter­
cepts the vertical axis, a is sometimes called 
the intercept or constant tern: in me model. 
Because b shows the steepness of the line, b is 
called the slope. The siope gives the ratio. 
kno'l'm liS rise ove~ tlm, between the vertical 
change a'ld the ho1zontal change along the line. 
In figi:re l. y increases from 10 lo 30 v.-tien x 
increases lrom 0 ro 10. so tne sio;ie is b 
= veMcal cha11ge/hori2011tal charge = 
•30-lQ)!(iO·OI = 2. 

Suppcse that x •S years on lh9 jd :ind v is 
salary. Ther. tte v-;nr€rcepr µ. ==, D) ~s the 
salary for a i;erson with ;:ere '{ears' exi;enerce. 
the ~t:irring salary. The slo~e <S the d;an~e in 
salar,. µer yc;ar of service. A pc:son with a 

salary above the line would have a positive 
residual. and a person with a salary below the 
line would have a negative residual. 

If the line trends downward so that y decreases 
when x increases, then the slope is negative. 
For example, if x is age, and y is the price of 
used cars, then the slope gives the drop in 
price per year of age. In this example, the 
intercept is the price when new. and the residu­
als represent the difference between the actual 
price and the predicted price. All other things 
being equal, if the straight line is the correct 
model. a positive residual means a car is selling 
for more than it should, and a negative residual 
means a car is selling for less l:han it should 
jthat is, it's a bargain). 

I Get Good Results with 
Average or Median Ratios 
- Why Should I Switch to 
Regression Analysis? 

There are multiple reasons for using regression 
analysis, but, as they say, a picrure is worth a 
thousand words. But first, let us rely on basic 
intuition. Figure 2 on page 4 is a schedule show· 
ing a truncated set of mar1<et transactions, along 
with three sets of predicted values derived from 
the average Price/SOE ratio, the median 
Price/SOE ratio, and a regression equation. 
Included in the schedule are various metrics, 
including means that were derived by using 
Excel's AVERAGE function; standard deviations 
(the average amount of dispersions around the 
mean) derived with STOEY: and the median, 
derived with MEDIAN. Also shown is the COV. 
or coefficient of variation. which is obtained by 
dividing the standard deviation by the mean, and 
which places all the outputs on a standardized 
footing for comparative purposes. The COO, or 
coefficient of dispersion is the average of the 
absolute deviations IAAD) frorr. the median divid· 
ed by the median. This too 1s used for compara­
t;ve purposes. Although the standard deviation 
rr.easures the dispersion about the average ot a 
single co~mn ot m1r.1bers, root mean squared 
error (RMSEI, or the standard error. :l19asures 
the si2e of the average deviation of an obseNoo 
v-alue from tlw regression line; or the average 
deviation betv11een tw-o columns !JI rn .. rnblirs, the 
Qbserved and the wedicted. The Ex::el fom1ula 
!or R~.~se ~r tre average and rnedi;in (JL~pu:s is: 

~~. SQRT{SUM:~MY2184: S l 3,HO::H1 3 H :'.:OUNT 
!B4:8i31· I \l, 



Figure 1 

where 84:813 are the observed values of y for 
this data set. H4:H 13 are lhe predicted values of y 
for this data set, and l represents a loss of one 
degree of freedom For regression, the function is 
STEYX, with the x-variables used in conjunction 
with the observed y-variables. The last two 
items to be addressed are the Excel functions for 
computing ttiil slope aod 

... · the intercept, which are, surprise, SLOPE and 
( INTERCEPT. 

It is obvious from the schedule and the demon· 
strated metrics, namely, COV, COO, and RMSE, 
that when it comes to reducing dispersion and 
fitting the data, the average ratio is outper­
formed by the median ratio, which is outper­
forrnro by the regression equation. In fact, as 
shown in Figure 3 on page 4, using the average 
and median ratios increases the dispersion 
because those methods produce predicted val­
ues both greater and less than the actual selling 
prices. This is not true of the regression model, 
whose predicted values are greater than the 
smallest selling price, and less than the largest 
selling price, t.+iereby redvcing disparsion by 
10%. If value truly is a range, then you want 
that range to be ss narrow as possible. As we 
now know, regression analysis win narrow that 
range considerably more than any average or 
median of ratios. 

Now, for that picture. Figure 4 on page 5 shows 
th~ original sel!ing p!ices and the µredicted seU­
!ng prices defr1erl from rhe three prediction 
methods. No comments are n~essary, excapt 
co say tr.al this is one exarnpie of how tre use 
cf average or median ratms i::a.: lead you far 
asira;' 1rorr a reasonabl-e (;Gilclusion :>{ i;aflie. 

- -- _ .. __ ·-~ 

Jv 

Other reasons for substituting regression 
analysis for ratios are the following: 

1. A fundamental axiom of finance and BV is that 
cash flows, and by proxy, revenues, drive 
value. Don't we, as business valuators, want 
to establish a model that expklres the relation­
ship between selling price and cash flow or 
revenues? An average or median ratio cannot 
model that relationship, cannot determine the 
magnitude of the relationships between the 
two variables, and cannot be used to make 
accurate predictions. We have yet to see a 
finance text that encourages the use ot aver­
age ratios for valuing publicly traded compa­
nies in lieu of a regression model. Nor have 
we seen any articles in peer reviewed 
research journals that explore areas of interest 
using average or median ratios. Regression 
analysis is the tool of choice for exploring rela­
tionships and making predictioos among 
financial experts and scientists. So should it 
be for business valuators. 

2. Most of the SIC Code data sets are not lin­
eQr in the relationship between price and 
SOE or revenue. They are curvilinear, and 
as such, value predictions based on 
averages or medians will always 
incorrectly value a company that has a 
value driver in the upper ra~s of the 
distribution. Regression can very easily 
be rP-Odifrad to address this problem. 

J Asstim'3 two companies, aach with sales of 
$l.CMM. but :me !1as SOE of SlBO.OM, and 
the other has SCE ·:if S260.0M. Ceteris 
paribus. tile compa11y with the higher SO£ 

... : ... 

~:··- .. ~- ··-· 
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Figure 2 

Figure 3 

$70,000 

$60,000 

$50,0llO 

, :' ::_ ,' 

y x Outputs 
Selling 

Ratio Y/X I Avg Ratio I Median I Linear 
Price SDE Y/X Y/X Regression 

40,000 20,000 2.00 27,222 25,000 41,333 
43,333 20,000 2.17 27,222 25,000 41,333 
43,333 30,000 1.44 40,833 37,500 45,167 
46,667 30,000 1.56 40,833 37,500 45,167 
50,000 40,000 1.25 54,444 50,000 49,000 
50,000 40,000 1.25 54,444 50,000 49,000 
46,667 50,000 0.93 68,056 62,500 52,833 
53,333 50,000 l.07 68,056 62,500 52,833 
56,667 60,000 0.94 81,667 75,000 56,667 
60,000 60,000 1.00 81,667 75,000 56,667 

Mean= 49,000 1.36 54,444 49,000 

Std Dev= 6,295 0.43 5,714 

COV (Std Dev) = 31.9% 

COV (RMSE) = 29.2% 5.7% 

Median= 1.25 50,000 

AAD= 0.32 5,000 

COD= 25.8% 10.0% 

RMSE= 15,886 13,229 2,801 

Elements of the Linear Equation: 
fntercept = ti = 33,667 
Slope= b = 0.3833 

Equation (y =a + bx): 
Linear Regression = Predicted Selling Price= 33,667 + .3833(SDE) 

Analysis of Dispersion 

• 
• 

• 
• 

............................. ...................... ... . .... 

• 
• 
• 
• 

• • • ·····-··-·-·-·-·-···-···--··- ··· .... -·······-·-·--··· ........... . 

• • 
S40,000 -------·~--------------·~---------<--------! 

• 
S."l0,000 

• • 
$20,000 

$10,000 -----···· ·----·-·-·---·--. ·-----------·----·----······---·- .. ----····--.. ----- -- ....... - ... --·· ···-

• ~ledlan Y / X • Lmear Regression • Selling Price 
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should sell tor more. Using just a multiple of 
sales, however, will not give this result. and in 
fact will overvalue one company and underval­
ue the other. Regression analysis allows one to 
predict an entity's value based on revenue 
while also controlling for li.e., accounting for or 
taking into consideration} operating margin. 

•l. The distributions of both sel!ing prices and SOE 
or revenue are rarely nonnal. or even symmet· 
rical lthey are skewed to the right). This makes 
the predictions derived from averages and 
median ratios unreliable because the variation 
in predicted prices is not due to unbiased 
measurement error. That is. since the data are 
not symmetrical and normal, one cannot 
explain the variatioo in the data as iust residual 
noise; it may he sometlling else. Therefore, 
one needs to transform the datti, botti the x­
variable and/or the y-variab!e, into normal and 
symmetrical distributions. Regression analysis 
more easily ~il(ldles this task than does a uni­
vamite transfofmatio'l process. 

~i . Ar.d ~nal!y, rl'!gression analysis provides for 
s1rcr.ger courtroom testirnori1y· because it 

allows the business valuator to speak to the 
relationship between the value driver.;, SOE 
or revenue, and the item at issue, value, 
in more definitive terms than average or 
median ratios allow. 

Future articles in this series wiU address the 
following topics: 

1. How does one perfonn a regression analysis 
using Microsoft's Excel? 

2. How does one apply it to the Bizcomps 
database. 

J, Why does simple linear regression or ordinary 
least squares (OLS) rarely give us the ri{lht 
answer. and what can we do about it? 

4. Can one handle SDE and annual revenue as 
value drivers in the same manner, or must one 
use different procedures for each? 

5. How do you know if your regression model is 
giving you the best answer, or new to 
interprnt the summary output data that 
Excel provides?·• 

Business Valuation and Forer1 s1c & Lrt:1gat1on Ser'vrces Section 
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Despite the focus on ethics in many 
business school programs, many stu-

dents aren't applying whet they're learn-

ing. 

A track on fair value has been added to 
the AICPA Business Valuation 

Conference. 

Two CPAs are recognized for their contri-

butions to their profession. 

Perfocming a regreasion enalyi;is using 
Microsoft Excel is the topic of part 2 of 

the series, "The Application of 

Regression Analysis to the Oirect Market 

Data Method." 

Some lessons learned at the AICPA 

Fraud and Litigation Services Cor\ference 

cover the practitioner's role in prevent-

Ing lawsuits, dissension in closely held 

companies, and techniques for educat· 

ing jurors. 

I Focusing on Fraud: High·· e:1nd 
Low-Stakes Gambles 

In late September, the AICPA National Conference on F1aud and litigation Services was hefd in Las 
Vegas. The following article focuses on highlights of some of the presentations in the fraud track. 
Some of the presentations in the l;tigation track will be covered in another article. The sessions 
summarized in this article made clear that success in preventing and detecting fraud in most 
organizations hinges on meeting several needs, namely, to assess risk, establish effective controls, 
set the right tone at the top, and exercise a healthy skepticism about how well the organization's 
culture and operations are being maintained. 

The Bellagio in Las Vegas was the site of the AICPA National Conference on Fraud and Litigation 
Services. The increasing appeal of this annual conference was attested to by the increased 
number of practitioners attending, this year totaling about 525. Whether a practitioner's focus was 
fraud or other litigation services or both, the 42 sessions offered something for everyone. 

Glenn Newman, conference steering committee chair, opened the conference with some introduc­
tory remarks and then introduced the keynote speaker Dick Thornburgh, whose long and distin­
guished career in public service includes having served as Governor of Pennsylvania and U.S. 
Attorney General under two presidents. More recently, Mr. Thornburgh served as court-appointed 
Examiner in the World.Com bankruptcy proceedings and cochaired the independent investigation 
into the alleged use of false documents by CBS News' "60 Minutes Wednesday" to report on 
President George W. Bush's service in the Texas Air National Guard. 

In his remarks, Mr. Thornburgh focused primarily on the lessons learned through the World.Com and 
Arthur Andersen experiences. His message to practitioners, especially auditors, was: Have profes­
sional skepticism. In discussing Andersen's experience with Enron, he commented that red flags 
were abundant and possible risks of misstatement were missed. He believes, moroover, that 
Andersen lacked a forensic type of analysis and relied on management explanations. Although taking 
management explanations at face value may appear to serve the client, Mr. Thornburgh believes that 
failing to challenge management assertions and be skeptical does not in the end seive the interest of 
the client. Granted that the pressure on auditors remains high, he said, and includes the risk of alien­
ating the client. but the loss of public tnist is the biggest loss in these situations. 

Scandal by the Sea 

Ao investigation as dramatic and no1orious as the high-profile investigations in which Governor 
Thornburgh participated is the investigation that -. ... as the subject ot a concurrent session entitled 
"Government Fraud & Corruption-Investigation of the City of San Diego and Its Pension Svstem." 
This much-publicized instance of government fraud and corruption !ilustrates the consequences of 
the 'ailure to challenge management and 1nscead re acquiesce to a cultt;rn of corruption. Tile ses­
sion presenter was Troy Dah!berg, JD, CPA/AB\/, a managi0g director a-1d the national practice 
!eader for Kmil's Fofensic A.ccouoting and Litigation Consulting Practice. Oah1berg, a!ong with 
At:hur Levitt, Jr., a:;c L·1nr1 E. Tumar, served ori the .Audit Committee formed to investigate the Sa:t 
Diego City Employees' Retirerrenr Systerr: ar.d th!l city's sewer rate structure. In its r~por., the 
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Part 2: Performing a regression analysis using 
Microsoft Excel 

By Marie G. Filler, CPAIABV, CBA, AM, CVA, 
and James A. OiGabrie/e, O.P.S., CPA/ABV, 
CFE, CFSA, DABFA, Cr.FA, CVA 

Like all Microsoft Office products, there are at 
least two ways to do anything in Excel, includ­
ing regression analysis (RAI. Rather than 
develop a tutorial that demonstrates all the pos­
sible ways Excel's RA features can be put to 
use, the authors will focus on instructing you in 
the use of the functions they use daily in their 
business valuation (BV) practices. 

As we showed in Part 1 of this series, a picture 
is worth a thousand words, so let's start there. 
Figure 1 represents a sample of 15 sales trans­
actions drawn from the Bizcomps database, 
without correcting for the fact that some of the 
transactions include seller financing with 
below-market rates of interest, an infirmity we 
will address later in this article. For ease of 
instruction, we are showing only those columns 
of information provided by Bizcomps that are 
pertinent to the task at hand. Please recreate 
Figure 1 in Excel on your own computer, or at a 
minimum, just fill in columns F for SOE and H 
for Selling Price, save the worksheet, and then 
follow the instructions below. 

First, select the range F3:F17, then hold down 
the control key and select the range H3:H17. 

Figure 1 

I I Data SIC ! 
No. COD E # Bustn"5S T e 

1 2396 Silk Scret'Il Printing 
2 2396 Silk Screen Printing 
3 2396 Silk Scl't!t'n Printing 
4 2396 Silk &Tee:n Printing 
:; 2196 Silk Screen Printing 
6 2396 Silk Screen Printing 
7 2396 Silk Screen Printing 
8 2196 Silk Screen Printing 
9 2396 Silk Screen Printing 
JO 23% Silk Screen Printing 
ll 21% Silk Screen Printing 
12 21% Silk Se""'n Printing 
!3 23% Silk '3rn•en Printinl', 
14 2.1% Silk S...-n. .. ·n Printing 
JS 2}% Silk ~·-rt'1!n Printm>( 
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Click on the Chart function button, click ~ 
(scatterj, click next, cl ick next again, remove 
the legend by right-clicking and selecting clear, 
select the Titles tab, enter Price to SOE as the 
chart title, enter SOE 1$1 as the X axis value and 
Price 1$1 as the Y axis value, click next, and 
place the chart in a new sheet. Your chart 
should look like Figure 2. Now, right click on 
any one of the data points, choose add trend­
line, select Linear type, click on the Options tab 
and select Display equation and Display R­
squared. Click OK and save the workbook. Your 
chart should now look like Figure 3. 

You now have a visual presentation of the rela­
tionship between the x-variable, SOE and the y­
variable !the selling pricel, along with the equa­
tion for predicting selling prices, as well as a 
measure of goodness of fit, the equation's r­
squared value. The chart is dynamic, not stat­
ic, which means that if we change any of the 
data in Figure 1, the chart will automatically 
update. Don't mind the low R2 and the outlying 
data points; we'll deal with those in a later arti­
cle. For now, let's focus on learning about 
Excel's RA functions. 

Analysis ToolPak 

A static presentation of RA, useful for reports, 
can be found in Excel's Analysis ToolPak. If you 
don't already have the ToolPak loaded into 
Excel, go to Tools, Add-ins, and select Analysis 

BIZCOM.PS DATA 

Per 
I Annual Selling Cent 

Revenue SDE Sales Date Price Down f erms 
205 50 8/31/1993 82 2 Yrs @8% 
248 13 il/13/1999 42 HXl N/A 
2&1 58 9/21/l'l\18 112 4 Yrs '118% 
299 89 9/30/ 1998 185 2l 6 Mos i1l l0% 
"\-16 S'.l 1'>/:iil/ 1994 l'.!6 19 5 Yrs @'I% 
'5() 122 12/7/'!JXY! 220 ·15 4 Yrs w 10% 
376 SB 6/12/200! l79 HXJ N/ A 
379 78 I0/22/Ym. lbO !00 N/A 
lO! 84 !0/1/ !998 !45 13 W Yrs<t8% 
-1()3 53 5/:l!/:n:l2 106 76 llJYrs'@7 
-!!!6 ~ <no/"JJ 2 1:18 30 3 Yrs 
41 2 ~ -111t1n002 225 rm "J/ A 
416 65 9/Jl/2002 '13 JW N/ A 

'"' 102 11 / lO/ C!XlO ·150 If() "J/A 

ToolPak and Analysis ToolPak-VBA, and click 
OK. This will load the ToolPak for you. To use 
the ToolPak, go to Tools, Data Analysis, scroll 
down and select Regression, and click OK. This 
will bring up the regression analysis tool. The 
input Y range is H2:H17, and the Input X range 
is F2:F17. Select Labels, and for output, select 
New Worksheet Ply, and then click OK, and 
save the workbook. Your output will look like 
Figure 4 after you have deleted columns H and 
I, have selected the whole output section 
A 1:G18, have clicked on Format, selected 
columns, and have chosen AutoFit Selection. 
Notice that R square is the same number as R2 
in Figure 3, and that the coefficients for the 
Intercept and SOE are the same numbers as in 
the equation in Figure 3. We will explain the 
purpose of the additional information contained 
in the Summary Output later in this series of 
articles. 

Another way to do an RA that contains almost ( 
as much information as the static regression 
analysis tool output is to use Excel's array for­
mula in conjunction with one of its statistical 
functions. Beneath the columns for SOE and 
Selling Price in Figure 1 that you previously cre­
ated, select and highlight with the cursor an 
area 2 columns wide and 5 rows deep, say the 
range H23:127. Click on the Paste Function but­
ton, on the left side select the Statistical func­
tion category, and on the right side, select 
LINEST and click OK. For Known Y's, select 

Area 
Days on I 
Market 

Baton Rouge. LA 
MidW<'St 120 
Ohio 201 
Tampa. FL !lO 
Ct>ntral Florida 
Florida l lll 
Spokane, WA 120 
San Diego, CA !!7 
Spokane, WA 150 
fulsd, OK 90 
C0lorado 166 
San Frand'k.'U 2'.\6 
rkrrida 54 
Denver, CO 
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H3:H17; for Known X's, select F3:Fl7 and 
enter TRUE for both Const" and "Stats. Do not 
click OK. Instead, hold down Control and Shift 
at the same time and simultaneously hit Enter. 
Save the workbook. Your output should look 
like the HSummary Output" in Figure 5. We 

i ··ave added a title and explanatory phrases to 
'·. Jescribe the output. This output, with some 

additional minor calculations, provides the same 
information as the regression analysis tool with 
the added benefit of being dynamic. 

In addition to the three ways described above 
to simultaneously create all the elements of the . 
regression equation, we also saw in Part t of 
this series that we can create the elements 
individually by use of the SLOPE and INTER­
CEPT functions. Now that we know how to 
develop the RA equation, let's explore two of 
the options Excel gives us to put it to use. 

Those options consist of TREND, a function that 
implements the equation in one step, and sec­
ond, the creation of a formula thac draws on the 
intercept and SOE coefficients from the array 
formula summary output Somewhere to the 
right of Figure 1, say starting at column 0, 
please enter in row 2 the labels 'Trend and Array 
Formula Outout in columns 0 and P. Select cell 
03; click on the Paste Function b!.1ttoo; on the 
left side, select the Statistical function category, 
ar.d on the right side, select TREND and c!ick 

. OK. For Known Y's. select H3:H17 and hit the 
~ 4 function key to make tile range reference 

absolute; for Known X's. select F3:Fl7 and hit 
th(j f4 key; and tor X, select F3 and enter TRUE 

.. ~· 

. ' . 

. .. •· 

, ., . 

ltlu HO 

for Const. Then click OK. Cell 03 should present 
91.60 as the predicted value. 

Select P3 and enter the following formula: 
= +$1$23+$H$23'"f3. This is the slope and 
intercept formula that we used in Part 1 of this 
series but with the difference that the coeffi­
cients have already been determined by anoth­
er function, rather than using the SLOPE and 
INTERCEPT functions directly in the formula. 

Cell P3 should also present 91.60 as the pre­
dicted value. Next, copy cells 03 and P3 down 
to row 17 and save the workbook. If each row 
does not contain the same numbers across 
the columns as shown in the Summary Output 
in Figure 5, you did not succeed in making the 
range references absolute in row 3 and you 
should ny that step again. 

let's perform two more calculations to set up 
the worksheet for use in the next article, and 
then we'll finish by predicting the value of a 
sample subject co111pany. 

These two calculations are automatically 
performed for you i11 the regression analysis 
toot and can be pan of the output if you select 
"residuals# and "standardized residuals" in the 
~egression corrimam:f. However, because the 
regression tool is static, its use is inappropriate 
tor the typti of exploratory ar.afysis we will be 
doing. in cells 02 and R2 of 'Nhat was ori9inal· 
ly Figure l btr1 what is now F•gure 5, place the 
labels Residuals and Standardized Residuals. 
lo ceil Q3, enter the formula: :;; +H3-03, and 
copy rl down to row l 7. 

This number is the difference between the 
actual selling price value and the value that the 
regression equation predicted for each individ­
ual selling price (the regression line). In caH 
R3, enter the following equation: 

=STANDARDfZE(R3,AVERAGE($R$3:$R$17l.S 
TDEVISR$3:$R$17)j 

and copy it down to row 17. This formula in 
effect divides each residual by the standard 
deviation of the residuals. The result shows 
how many standard deviations each residual is 
from the average, which makes it easy to iden­
tify outliers, a topic we will explore in the next 
article. From the values shown in the Residual 
column of Figure 5, you can see that there is 
one residual that seems larger than the others. 
It is Data No. 14, found in row 16 and which 
has a standardized residual value of 3.326. 
You'll want to keep an eye on this observation 
as we continue to explore this regression 
model. As we'll show you in a later article, the 
residuals play an important role in determining 
the appropriateness of any regression model. 
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Now let's predict the value of our sample 
subject company. 

Predicting Value 

In cell FZO of Figure 5, enter the number 81 
,(, ''• that will represen.t the SOE ?four subj~ct 
';, .•' company. We wish to predict the selhng 

price, or value, ot certain of its assets using 
the Direct Market Data method. That is, 
based on the relationship between value 
and SOE of other silk screen-printing 
companies that have been sold, what is 
the predicted value of our sample subject 
company's assets? Copy cells 017 :Pl 7 
down to 020:P20, skipping over rows 18 
and 19. Save the workbook. Your answer 
should ba 166.40, and it should appear in 
both cells. Since this number represents 
only the value of the sample subject com­
pany's intangible and fixed assets, in a 
later article, we'll show you what needs to 
be added to and subtracted !mm this nu~ 
ber to arrive at a value for a company's 
equity for both S and C corporation modes. 

SeUer Financg;-~11 

We'd iike to return to the topic of seller 
financing, reierred to at the beginning ct 
this part of the series. We ali know that 
seller financing almost always carries a 
below·market rate of interest that results 1n 

the semng price being overstated. To prove 
this point, divide your data set into two 
segments, one consisting of all cash trans· 
actions, and the other consisting of sellar­
financed transactions. You will find that the 
one that consists of all cash transactions (9 
count) has a Price/SOE average ratio of 
1. 78, and the other consisting of those that 
had some seller financing involved (6 
count) have an average ratio of 2.29. 
This overstatement, which typically runs 
between 9% and 13% of the selling price, 
can be relieved by following Toby Tatum's 
procedure as outlined in his seminal text, 
Transaction Patterns. You can convert the 
six transactions that were supported by 
seller financing into all-cash equivalent 
selling prices by use of present-value 
techniques, which should be done so that 
there will be comparability among all the 
data, both all-cash and seller-financed 
transactions. 

The discount rate used to determine the 
present value of the seller-financed sales is 
derived from a formula developed by Toby 
Tatum in Chapter 3 of Transaction Patterns. 
Essentiallv. ;t starts w!th 14% and adds 1 % 
for each 1i 10th of the selling price that is 
sel'er-financed. So. if a transaction is 70% 
seller-financed. the discount 1ate is 21%. 
This ma~es ser.se for two ;easons, n&mefy. 
f1 ! it's c~e formula that reduces the 
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average Price/SOE multiple fof seUer· 
financed transactions down to the average 
Price/SOE multiple for all·cash transactions 
in the Bizcomps database, and 12) seller 
paper is usually behind the bank, is not 
col!ateralized, and will not be recovered upon 
a default, etc.; it is essentially a very low­
grade junk bond and not a publicly traded 
junk bond either. Once revised, the selling 
prices would then be substituted back into 
the Bizcomps worksheet for further analysis. 

We haven't demonstrated this technique 
because we already have enough topics to 
show you, and we think Tatum's book is 
something you should have in your library if 
you are going to apply RA to the Bizcomps 
database. 

Next time we'll answer more questions: 
Why don't we stop right here and bring this 
methodology into our BV practices? Why 
does simple linear regression, otherwise 
known as ord inary least squares, that we 
have shown you here iri Part 2, rarely g!ve 
us the right answer when applied to the 
Bizcomps database in the simple manner 
demonstrated here, and what car. we do 
about it? 
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Patt three of the series on apPtying 
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A report on the 2006 Volunteer of the 

Year Award: who the recipients are and 
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new program that recognizes the valve 

of experience in earning the Accredited 

in Business Valuation credential. 

An opportunity to benchmarl< your firm's 

opennions and results against those of 

your peers. 

I Building a Boutique Firm 
The following article provides an example of how a newfy formed CPA firm that chose to focus on a rela­
tively narrow range of services managed its successful start-up. It also describes how in the start-up 
process, the CPA firm addressed many of the issues faced by most firms today. 

Recently, WebCPA surveyed accounting industry leaders, asking them to share their vision of the profe~ 
sion in five years: "What will be its major concerns? Its challenges? The hot new service areas? What 
shape will the firm landscape have takenr 

Although the responses are ·quite varied (the responses can be viewed at httpJiwww.webcpa. 
com/article.cfm?articleid=22377&print=yes), several leaders underscored certain issues that have 
been foremost in the minds of practitioners in recent years, such as staff recruitment and retention, suc­
cession planning, and staff development. What is noteworthy about these particular issues is in that the 
finn owners' transition to retirement will depend on attracting and retaining quality employees and their 
retention may depend on the opportunity they're given for development. 

Among the hot service areas mentioned, many are not really new. Those of interest to Focus readers 
included forensic and investigatory accounting, fraud prevention, business valuation, fair value 
accounting, and auditing. 

The Growth of Service Boutiques 
Also of interest to Focus readers and other practitioners who have built or are building niches in busi­
ness valuation, forensic, and litigation services is the prediction of Gale Crosley, CPA, president of 
Crosley & Co .. who consults with CPA firms: "Many smaller firms that make the choice to remain inde­
pendent and invest in leadership will become service boutiques, as they discover that the dynamics of 
standards-setting and a multiprovider environment will enable them to grow and leverage talent better 
if they focus on a narrow complement of specialized services." 

The trend predicted by Crosley is well under way. An illustration of how such a service boutique can 
be developed is Melinda Harper's founding of Harper Lutz Zuber Potenza & Associares in Denver, 
Colorado. Melinda went out on her own after the expiration of her noncompete agreement with a 
national firm, one of the "roll up" firrns. with offices across the United States, and several thousand 
professionals. She had been with the firm and all of its predecessors for about 15 years. Prior to that, 
she had been with her "first firm'' for 13 years. 

"I think it is probably a little unusual tha1, at my age, I 'Nanted to start a new firm. But I had some 
gt'.lod reasons," Mel1r.da said. ·1 wamed to be ab!e :o implement management and marketing ideas that 
i be:•.eved wouk! be very successful but were difficult to get support for in a fin11 trat was focused 011 

traditional work and cross-selling services and prod1.1cts. When I joined the firm, it was focused on 
coi1sulting or project work, and so my practice fit rn well, but that charged with the roll up.~ 

Starting her own finn also prov'doo Meli'lda with the oppor::Joity ro put !:lJ!!lher a team that had both 
depth and breadth 1ri the (:tigat:ollivnluation area (complex comn~ercial car:1ages; ·1:i~~at1on iootii ),fig· 
tioo arid nonlitigationl; !ost earnings; far1itv law}. ~Jot crly would t:-0ls enable the firm to resoond to 
mo:;t !!tigation support/vlliuation needs, bt<t a:so th9t depth aod breacith u\'o:;ld d;tfern:-:tia:e the f:mi 
from others m ;ts market. 



time, the smaUer things such as which phone 
system to get (traditional or VoIP) consumed lots 
of time and energy. I don't think any of us antic­
ipated all the details we would need to deal with 
and how much time it would take. Even though 
we divided up tile projects, we all got pretty 
tired and cranky, but there was a big commit· 
ment to seeing it through and to maintaining and 
vafulog our relationship-and we did.· 

Despite the obstacles, tile business began with 
a running start. Melinda had built a solid founda­
tion: "Since most of our client relarionships 
come through referral sources, I was fortunate in 
that I had a very loyal referral base, and people 
found me almost immediatelv after I left. In 
order to facilitate that, I made an extra effort to 
be out in the community and talking to people 
about my plans during the transition. Many of 
my referral sources actually assisted with letting 
people know where I was!" She added further, 
"Once the firm was formed, two of my partners 

also had a client base. so we opened the doors 
with a significam book of business." 

Marketing Services 

The finn markets primarily to attorneys because 
they are its largest source of work. 
Consequently, most marketing dollars go to 
building awareness of the firm's presence and 
capabilities. One of the first formal steps follow­
ing informal contacts was to send an announce­
ment about the new firm to all referral sources. 
The announcement was coordinated with ads in 
various legal publications, with press releases, 
and with two open houses, two nights in a row. 
"We also focused on attending events where we 
could let people know where we all were and 
about the fimi's capabilities and on connecting 
through emails, phone calls, and lunches. We 
continued the personal contacts with participa­
tion in various organizations, regular ads and 
regular mailings.• 

The Benefits of Outsourcing 

Commenting on the final success of starting 
up, Melinda said, "I think an important factor 
in what feels like a big success is that we 
did not try to do everything ourselves. but 
instead made sure we had great resources. 
Our goal was to focus on freeing the techni· 
cal staff to get and help clients. For instance, 
we outsourced all of our telephone and com· 
puter technology, we found an extremely cre­
ative designer for our marketing and advertis­
ing materials, including branding, we found a 
PR person to handle our publicity, and we 
outsourced our business management and 
accounting to a fabulous woman that we all 
knew. We also hired a coach for the part­
ners, and we have worked through many 
relationship and compensation issues with 
her, and continue to keep her involved."• 

I The Application of Regression Analysis to the Direct 
Market Data Method-Part 3 

By Mark G. Filler, CPA/ABV, CBA, AM. CVA, 
and James kDiGabriele, D.P.S .. CPAJABV, 
CFE, CFSA, DABFA. Cr.FA, CVA 

Why does simple linear regression rarely 
give us the right answer. and what can 
we do about it? 

The data sets that Bizcomps makes available 
to us by way of Standard Industrial 
Classification (SIC} Code Numbers and North 
American Industry Classification System 
(NAICSI Code Numbers are rarely distributed 
in such a manner that the application of sim­
ple linear regression will give us a relevant 
and reliable answer. This is bec;ause the indi-
1Jidual databases are (1) hardly ever linear. 
(2} Infrequently homogeneous as to variance 
!the larger the X variable, the greater, or 
smaller, tte dispersion about the regression 
linel, and !.3J not oft9n normal, or even sym· 
metrical. If the data is linear, we can proceed 
to use simple anear regression w:t~out hav­
ing to resort to more complex models, that 
;s, •;ve can stick with the tools that Excal pro. 
vices us. The rGasons that homogenei~v a11d 
normality, or at ~east, symmetrv are good 

things are beyond the scope of this series of 
articles, but suffice it to say that without 
these qualities. standard statistical tests and 
confidence intervals will not be reliable, nor 
will you be able to explain away the variation 
in your data as noise, or ordinary and expect­
ed random error. Simple tests will make it 
apparent that your model is deficient 

Fortunately, to fix these three problems we 
need only one procedure, and that is 

Figure .. r·' !. I 

transformation of either or both the x ani r r 
variables. This is so because data that is,AJor­
mally distributed is also often neither linear 
nor homogeneous. Thus, transformation pro­
vides a simple way both to fix statistical 
problems (nonsymmetrical and heteroge. 
neous distributions) and to fit curves to data 
{curvilinear regression). For example, using 
143 transactions from SIC Code No. 2752, 
Figure 1 shows the distribution of the raw­
data form of the X variable, SOE, being 
skewed positively to the right and 
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non-normal in its shape. A super-imposed 
normal distribution curve points out the dis­
crepancy in shape between the two distribu­
tions. Since powers less than 1 can pull in 
the upper tail of a distribution and help make 
a skewed distribution more symmetrical. we 
applied this technique, with the results 
shown on Figure 2, in which tha transformed 
data's histogram's outline now resembles 
that of the normal curve. 

Transformation of variables is not new to busi­
ness valuation, as st.·1wn by Jay Abrams in his 
work with the Ibbotson database and Roger 
Grabowski in his work with the Duff & Phelps 
database. In both instances, the X variable, 
market size, was transformed logarithmically 
to straighten out the curved distribution that 
Figure Y' l "l./ 
r 

is generated when discount rates are plotted 
against market size. However, transformation 
by logarithms does not work that welf with 
the Bizcomps data sets as does transforma­
tion by exponents, because we can select 
the exponent that warks best in the situ&· 
tion, while the logarithm of any number is 
fixed. Therefore, because of the ftexibility 
afforded our transformation process by expo­
nents, that wit! be the transforming process 
we demonstrate in this article. So, let's set 
up our worksheet so that we can transform 
our data and at the same time efficiently 
identify and remove outliers from the data 
set. We'll explain later in the article why 
removing outliers is not only permitted, but 
in the circumstances. often required. 

Returning to the last worksheet you created, 
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the last column of figures you have should 
be titled UStandardized Residual" in column 
R. Starting in eel! T2 and continuing to cell 
Y2, enter the labels: "Transformed X,~ 
~Transformed v, ~ "Predicted Y." 'Residual,n 
"Standardized Residual," and *Delete if X" as 
shown in Figure 3. In cell Tl enter, as place­
holder amounts, . l , in cell U 1 enter .1, and in 
cell Y1 enter 2.5 as the standard deviation 
cut-off point. Next. we will transform the X 
and Y variables using the placeholder 
amounts in ce!!s Tl and U1. 

In cell T3, enter the formula: ==F3"' $T$1, 
and in cell UJ enter: ;; H3 " $US 1. This 
transforms the variables by raising each to 
the power of . l . Copy cells TJ and U3 down 
to cells Tl 7 and U17. Next, we will compute 
the predicted value for Y, using the trans­
formed X and Y variables and then we will 
back-transform the result right in the formula 
itself using the reciprocal of the Y transform­
ing exponent. 

In cell V3 enter: :::: TREN0($U$3:$US17, 
$T$3:$T$17, T3, TRUE) "' ( i/$U$1) - raising 
the predicted value of Y to the power of the 
reciprocal of the transforming exponent 
translates that value back into the original ( 
state that Y was expressed in. Just as the 
square root of 9 can be expressed in Excel 
as: 9 " .5 "' 3, then back-transforming 
makes: 3 "'"(1/.5) = 9. Rather than doing this 
in two steps, that is, predict Y in its trans­
formed state, and then, in another cell, back­
transform it into its original language, we 
have elected to do it one step. In cell W3 
enter: +H3-V3. Copy cells V3 and W3 down 

I ~r~{:!~~~;::-~~:.:;~;~~;J:~t:::J::::,:=r~r;~~;.~~-~-;~:i:;~:~;~ 
I ;' ~ .. : J ,~~.5':flc1:"'t1t :'l11:u111,, );l ~- ~/!.\/:'ii'.~ ~ ·.1 ~·J+ \tS¥ ~?. (i!~;t m I ~t'Stl :,.,.rz I).~ : · • .licJ! :a.-«o:'C!'.f"3 •\.n;(9!.~ Qei:,O .."l.:'C .(1.Wf 

I -.. ~:: ' l,l)t'.~\ :i;.ll"Cll)J'ln\,tl.•f :--., 9) ~·~!'!"."'M ~ 2h<·~k .. 4.}0,,. 7.w :-::-...n. a'l f •t"4..IJS ki4.~ :'011\ '>~ fl .)»xrolt~ o.l('f.-'tJ?)!.£5 N.'\f ')f :'J. ~ 
:·T; ! .'!~ :.£4~~·tto;o\l ~f. .\ol(. Al lo · :\~,:;~ 1~ lJ!li "!'11 R~ (\lr.'..t.alf!C.bdt : '1\l.'1-. :~1,._. ·~~ .. ~ · '.hi ..:,.lhQl)~~ t•.b'1.t9.!?S\1 ~.'I; J.>.:J .r- r"= 

1 ~;~ : 'J'l"•b$..~~~ :~ :n \.!/: .. :il.~ ~ c.~ ·tr.«.-·.._":. '. .... ~ :\" J 1.:"'•.l.\ !JSZ!> .-:4~ .\ /!41.. -:.~n~~ l1•.!lffJ).lt._CC4 ~ l 6 J'J !~~ 
r ~ , :~.nktSc~>="'t..-~ " "'" rcr. e:n~"l.'.'lf' · -cs :--nwo "1"-~W.• .~ , w:o lb.:.~ : .... "., "'~ 1.0Ct-..r•1D;'6.u:.o~1~ if'.J.: ~ ·u-,. 
( .:.- i z;..., w'-.=..:t'"' ·~ .. ~ "'"' 'l'.f :1::•:.~ 'Y.\.l fr:( :.>.~#>{.'A ~.;. ::~:.:A v t :.n." ~'\.n '"!Cl 1.11it1 11;.~\'\0.'il!i t'iA"t'~ •;.~ ('It-.~ -t.:.t; 
I !;i :, !.NJl.i'.:.\~·~ut"':Y'bo~ •)! "' \tl!.': .7'""' lw\S Jt~ ... , t;.I(. ~~l.l.-."A·A .~"' f ?~ ::...a' J.t.' ,(Ji:i.J 6»J')CO)~ ('.:..UW. .. ~ W.JV 5'1! ·:;i>A.., 
~ ~~ ·~· ~~~'<i .r-:tn,.w..Wc tl'1 i; ~ 4:\·.,;-:0: ~!'6 lt> hl?:)~• " t~~ r.i '!oto.Jt 'lt:.1• ,.~: "-K-1 ·!.:tU»~cl.~~ it;ll.} t--i .~ u~ 

I :I;-1 ''. i:;~~~=:;;:_;: ~ ~ ~:~E ~ ~1~I~ ~;!:.:- ;; ! ;~ !;; E~ ~~ ~~~~;E Ei ·l~ 1~ 
II) i1r-.. ·-·· ~~~;~:~~~~----· _ _:_"':.__~;~;;."'~---"~-- ---- ":.~~::_"_~~~- ~:-~:-~ .. · · ··-·---.:.~] :: ~:: .;"" -10~ ~:~~;~ .~..;,,:t, ~,;··"' ;~ '-'" 

;; .. --------~'M"V<.i.Y·:':~Jf . =-;; N~ 
i 71 r._.,;..:, ·<(IJ•'•)t\; '-------·-~~:---·-~~n~·-·.:~df.:;:_;e~t;~i··~t;·~ .t' ~ .. :~t~' .. ?~1 :i:.:it.Jtnb.\.ot · ~!i a;~'l :.;,::i ".'~:i'fl!.»:t.r..·1: .. ~,·.f':r~ (·:-:·..- · .. , :..;\. 

f .. ~ ! : ~~~:/' I,\ <) ~l ~ ~. -~~ ~!1:.~~ ;-;."! 

f ·~~~ :. -.y ,h.'!""'. ~:.11dS..:r: •u"' J!.~~.~;~ :~:;~·1 "··• .. :i•n!1'.iu:t1·" :···tJit""'·' 

: "?~.:... . .•• . . . . " ... . . ... _ - - . - ·- . - · ... _ ........ ··--··--· '···---·-··---·-·--··---··--·-··-·--------------------------------------------------......; 

FOCOS-MacchiApril 2007 



:( 
1: 

i 
·~ 

to cells V17 and Wl7. In cell W20 enter: Figure-4-.14 f 1 

=~ffiMaW3~17J;incdW2lem~ ~~~~~~~~~~~~-~-~-~-,~~~~~~~~~~~~~ 
::::STDEV(W3:W17); and in cell W22 enter: 
= SQRTlSUMXMY2(V3:V17,H3:H17)/!COUNTI 
H3:H171-2H, which last formula gives us the 
standard error of the estimate (SEE}, that is, 
the standard deviation about the regression 
line. Later, we will use the SEE to select the 
best exponents for the X and Y variables in 
cells f1 and U1. Also, place the labels 
"'Mean," "Std Dev," "SEE," and "R1

," in cells 
V19 through V22. 

In cell X3 enter: ::::STANDARDIZE 
(W3,$W$20.$W$21); and finally in cell Y3 
enter: ==IF jOR (X3>$Y$1,X3<-$Y$1),"X",""). 
Copy cells X3 end YJ down to cells X17 and 
Yl 7. As we previously mentioned in Part 2 of 
this article, Data No. 14 exceeds 2.5 stan· 
dard deviations from the mean, as indicated 
by the X in calf Yl 6. Since this is such a 
large outlier, whose residual has no chance 
of being reduced by the transformation, it 
should be removed from the data set at this 
time by deleting Row 16. With larger data 
sets, outliers discovered at this stage can be 
left in until Solver is set up and run at least 
once before they are removed. At this point 
we will set up Excel's powerful optimization 
feature called Solver Add-In which can calcu­
late solutions to what-if scenarios based on 
adjustable cells and constraint cells. This 
allows us to minimize SEE and simultaneous­
ly uncover any other outliers that may exist 
in the data set 

Using Solver 

Click on cell W22, select Tools, Solver (if you 
don't have Solver loaded, go to Tools, Add· 
ins, scroll down, find and check Solver Add­
in, and click OKI. Set Target Cell to; W22, set 
Equal To: Min. by Changing Cells: Tl and Ul, 
then add the following constraint: W20:::<0. 
Click on Options, set Precision and 
Convergence to .000001, set Tolerance to 
20%, choose Use Automatic Scaling, click OK 
and click Solve. Checking 10 see if there are 
any more cuttiers to be removed, we note 
trat there are ;.one. It there were, denoted 
~·{ an ''X'' in column Y. then we would delete 
those rows. ':ind run Solver again. this time 
by just c!ic~;ng on Toc!s. SolvBr, Solve 

• .. ,m(fWlr.~ft:lM''""-t'd M~ 

""' 
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(Solver remembers your previous settings). 
We would continue to repeat this process 
until no more "Xs'' showed up in column Y. 

We have just accomplished a number of 
things. including having changed the values 
in cells Tl and Ul just enough so that the 
transformed variables used in the regression 
equation produce the lowest possible SEE. 
while at the same time producing the neces­
sary outcome of a mean value ot zero for the 
resulting residuals. in cell W22 enter the for· 
mula: ==RSQ{V3:V16,H3:H16) so that we can 
compute R2 for the transformed model. 
Checking the output metrics of SEE and Ri 
for both the transto1med model and the 
l!O~ransformed, or regular, model, we see. 
that the regular model has an SEE and R! of 
25.443 and .819 as shown in cells 124 and 
H24, r~sp~ctively, while the transformed 
model's me:rics are 23.142 and .8511 fer 
SEE and fF. Atso, the regular model has a 

'°" 

residual that is more than 2.5 standard devia­
tions from the mean that would have to be 
removed if that was our model of choice. 
Therefore. the transformed model gives us a 
higher R2

, a lower SEE and at the same time 
allows us to minimize the Data Nos. that 
must be removed as outliers. Graphical pre­
sentations of these outcomes can be seen in 
Figures 4 and 5. 

We can see from the scatterplot of Figure 5 
that the data set is in tact curvilinear, but 
that by transforming the data we were able 
to fit a l!ne to the data hy using Excel's sim­
ple linear regression functions. without hav­
!ng lo resort to more complex non-linear 
models. Also, by ct;rving the regression !ir.e 
we were able to keep data no. l 2 in the 
model by making it less than 2 .5 standard 
deviat1or.s, and thus not converting it into an 
oulhsr that needed to C!! remcved. 
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Continued from page 5 

Outliers 
As we have seen, outliers are extreme obser · 
vations that tor one reason or another do not 
belong with the other observations in our 
data sets. There are two ways that outliers 
can be introduced into the Bizcomps data­
bases, the first of which results from incor· 
rect recording, or especially, data entry 
errors that can put wild values into the data 
sets. The second cause ot outliers is that 
data sets are not homogeneous to which a 
single regression model will apply, but rather 
a heterogeneous mix of two or more types of 
transactions, one of which is more frequent. 
The infrequent obseivations of the other 
types will appear as outliers. 

What one does when outliers are identified 
in the data set is not without controversy. If 
the outlier is a result of a data entry error or 
is otheiwise suspect in terms of its reliability 
or accuracy. then it should be clearly 
removed from the data set or repaired before 
any further analysis. But what should be 
done about outliers that are not clearly erro­
neous, such as those that He between 2 and 
4 standard deviations from the mean of the 
regression line? Somehow. leaving those 
observations in the data set has come to be 
viewed as the "honest" thing to do, and that 
removing them is viewed as "cherry-picking" 
or '"cheating" or "making it work." 

The issue of outlier removal is greatly influ­
enced by what one is trying to accomplish. If 
you are performing basic science and trying 
to establish a relationship between, say the 
number of cigarettes smoked and the onset 
of lung cancer, then outliers will be important 
to your research as they will be counter-intu­
itive to what was expected and therefore will 
spark new research. 

For our purposes, the relatlonship hetwee11 
SOE and selHng price is a fundarr.enra! axrom 
of business valuation--1t doesn't need !O be 
established ~r proved. Therefore, o~ltiP.rs are 
not helpfui sources of •rnw r6search, !Jut are 
anomalies. Outliers ty~ic:illy represent 
(1) input e:rnrs, (2) fads for buyers w~10 
have overoa;d. ! 3i fools for sellers who have 
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accepted less than fair market value. 
14) distressed sellers, or (5} synergistic 
buyers. Items Z through 5 violate the fair 
market value standard of value. and therefore 
do not belong in the data set. For that rea· 
son. it is necessary to delete them along 
with the obvious data input errors. If your 
data set contains 75 data points, and 65 of 
them are within 2.5 standard deviations of 
the mean. why do you need the other lO, 
and what helpful information do they 
contain? 

If a data set is heterogeneous and contains 
all types of transactions, why wouldn't you 
want to exclude those that do not fit the fair 
market value standard of value? By defini­
tion, it is true that any transaction outside 
the mainstream does not conform to that 
standard, whatever the reason. For example, 
how can a sale that is 4.5 standard devia· 
tions from the mean be at fair market value? 
Mustn't it be at investment value-value to a 
particular buyer? Even if you make the heroic 
assumption that a sale at 4.5 standard devia­
tions is truly a fair market value transaction, 
this question remains: why did it sell for 
such a high multiple' Perhaps it has, for 
example, the best location. the best manage­
ment, superior service, or loyal customers. 
All these things tend to make its SOE far in 
excess of the average enterprise in its SIC 
Code No. Therefore, it sold at a premium; 
that Is, not only was its SOE multiplied by 
the average multiple, but the buyer paid a 
premium for its superior performance, as 
well as the fact that its recipe for success 
has been systematized by management such 
that it will survive the closing. 

Now, ask yourself whether your subject com· 
pany enjoys such profits, or has such sys­
tems in piace. If not, then how can the out· 
lier company be similar and relevant '.o your 
valuation assignrnent? It cannot be, and 
therefore. it shcuid be removed from the data 
set. So. remove th!! outliers because they 
e,tfler con't represent fair n'arf<et value t;ans­
actions, er r,;mo1oe their, even :I, iri the 
e1meme. ti1ev do. Do not fear that you are 
·. rnking 1t work.' The -::utoff 1~etrlc is set 
before ·1cu s:ar.: ;o :>1.ir1inale cut1iers. and it 

robotically makes the selections. Hence, you 
are not "cherry picking" the transactions that { 
you keep in the data set; an algorithm 
decides what transactions fall outside the 
test metric you have set to determine fair 
market value. 

The next article in this series will address the 
following topics: 

• Should we always set the cut-off metric 
at 2.5 standard deviations? 

• What is the coefficient of variation, and 
how does it tie in with the previous 
question? 

• Can one handle SDE and Annual Revenue 
as value drivers in the same manner, or 
must one use different procedures for 
each? 
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I Another ADR Format 
A divorcing couple can increase their chances of reaching a respectful and equitable resolution to their 
conflict by participating in the Collaborative Pmctice process. The following artic/9 describes the process 
and the rotes of the divorcing coupls and the professionals they may engage, including CPAs. to assist in 
the process. 

Collaborative Practice is the term used by the International Academy of Collaborative Professionals (IACP) 
to refer to divorce proceedings and other settlement arrangements that take place outside the court sys­
tem. The process for these proceedings has developed as an alternative to proceedings that usually are, 
at the very least, unpleasant if not lengthy, antagonistic, litigious ordeals that can drain the parties emo­
tionally and financially, Helping divorcing couples to reach a more positive and productive resolution is 
one of the missions of Collaborative Practice. 

Collaborative Practice is based on collaborative law, a process in which lawyers and their clients contractually 
agree to pursue nonadversarial means of resolving disputes and reaching agreement without going to court 

About Collaborative Practice, IACP president Sue Hansen said, " ... the emphasis is on improving com­
munication to help couples work through all the legal, financial, and emotional issues in a divorce, includ­
ing the needs of children. Collaborative Practice gives clients control of decisions as well as access to the 
problem-solving skills of lawyers, financial specialists. divorce coaches, and child specialists-a full 
gamut of efficiency and expertise that one is not privy to in tfle court without the potential of great emo­
tional and financial expense." 

According to Hansen, this volunta1Y. private, out-of-court process often costs less than litigation. The 
Collaborative process allows couples to steer their divorce by pledging mutual respect and openness. deter­
mining the timetable, and working with the Collaborative team towards a settlement they determine together. 

Lori Tricaro. a client of Collaborative Practice, cites the benefit of this approach in her case. "Working 
together with trained professionals," she said, "enabled us to pursue an amicable relationship and to walk 
away from each meeting without anger. I truly believe this was a positive alternative to moving from one 
stage of our lives to another that essentially sets the tone for the future of everyone involved." 

In Collaborative Practii:e, a husband and wife are each represented by an attorney trained in tile 
Collaborative Practice process. Attorneys and clients emer into a contract called a "participation agree· 
ment. • According to the agreement, clients will disclose aff infonnation relative to their decision to 
divorce as well as all of :heir assers and liabilities. The goal of subsequent meetin~s between attorneys 
ard clients is t~at each party understands his or lier financial needs and tl'e impact cf the divorce on 
available finantes, as well as the resolution of other issues. Including pareotal r::sponsibi:ities, before :rsv 
reach a fina: agreement. 

"A plan fo; the future" rs how S~eve Kaplan, CPA,'ABV. MBA, desc1ibes the fira! agreement. Tbe divo:i:ir:g 
caui;le can fom1ulate the agreement terms themse!'1es. Kaolan, who is with Eisman, Zucker, Klein, & 
RJttenberg, LLP. White Plains. NY, is a merrber of the Board of o•rectors and is treas:irer or the New York 
At:adfimy of Collaborarive Prcfe$Stonals, which :s the r!'ain grm:p ct col!a!lorat!ve profess;cr.a!s rii the 
Metropolitan New York area Kaplan descr:bes h~v a team ot professionals helps the co:.:ole tc get to that 
point ~f final agraeme:it. Fro<11 tile outset. l~'ey have the S!Ji)por'.: oi profass•anals 1n a:ldlri:in to their 



I 

I The Application of Regression Analysis to the D irect 
M arket Data Method Part 4 

By Marie G. Filler, CPA/ABV. CBA. AM, CVA, 
and JamH A. OiGabriels, D.P.S., CPAJABV. 
CFE, CFSA, DABFA, Cr.FA, CVA 

Should we treat the value driver Annual 
Revenue in the same mannsr as we treat 
Seller's Discretionary Earnings? 

For as long as transaction databases have 
been available, the received wisdom has been 
that Annual Revenue (ARI is at least as good 
a predictor of value, if not better than. Seller's 
Discretionary Earnings (SOE). In this fourth of 
a series of articles, we will examine this 
assertion, and If the valuation analyst truly 
needs to include AR as part ot the valuation 
eQuation, we will suggest a more appropriate 

figure 1 

modal than merely regressing selling price 
against AR. 

There are a number of reasons, some practi­
cal and some logical, tor not using AR as the 
sole predictor of value. In the practice arena, 
if we use 1118 14 data points remaining from 
our third article as shown in Figure 1, and 
simply regress selling price against AR, we 
ge1 the graphic results shown in Figure 2. 
Notice how dispersed the data points are 
around the trend line. Many of the data points 
look like they might be outliers, but the 
degree of dispersion is so great that they are 
all within two standard errors of the trend 
line. This ocular conclusion is ratified by the 
very low R2 of .29. indicating that AR only 
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explains 29% of selling price. Not shown is 
the standard error of the estimate (SEE) of 
50.38, an amount almost double that derived 
from using SOE as the X variable. This is a 
fairly typical result, and the authors have 
found that after performing the outlier remov­
ing process demonstrated in Part 3 of this 
series on scores of SIC Code No. databases, 
AR rarely has better metrics than the SOE of 
the same data set (Part 3 was published in 
the March/April 2007 issue.) 

A maxim of financial valuation is that 
investors buy cash flow. Therefore, when AR 
is the value driver, it is only serving as a proxy 
for cash ftow, the underlying assumption being 
that the buyer can repair or reconstruct the 
company's cost structure so as to produce 
the necessary cash flow to justify the pur­
chase price. The fact that some buyers will 
pay a seller a premium for the right to make 
the company (more) profitable might account 
for soma of the outliers in the databases. 

! / 
The final and most compelling reason not to . < 

use AR as the value driver in a regression 
equation can best be demonstrated with the 
foUowing question: Should the assets of two 
companies sell for the same price when they 
both have AR of S 1,000,000 each, but one of 
them has SOE of $350,000, and the other has 
SOE of $200,000? The answer is, of course 
not! Somehow, the selling price of each must 
reflect its own degree of profitability. Pro­
fessor A swath Damodaran. in his textbook, 
Investment Valuation, says that "the key 
determinant of a revenue multiple is the profit 
margin - the net margin for price-to-sales 
ratios and operating margins for value-to· 
sales ratios." He goes on to say that other 
"key determinants of the revenue multiple of 
a fi rm are its expected risk, payout ratios, 
and growth characteristics.· Unfortunately, 
ti':ese last three determinants are not avail· 
able to us through any of the transaction 
databases. But profit margin, !he most 
important delerminant, iS available tllrnugh 
the medium of SOE as :ound in Bizcomps. 

A:1 th:s, o! course, begs tha question of why 
:ise AR m any case if tt is inferior to SOE as a 
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value driver? The answer is that there are 
{A, some facr .. speciflc s'tuations in which the cor­
~ rect use of AR combined with SOE gives one 

the best answer available. For example, con· 
sider the situation in which the seller has 
expended great effort in developing sales, but 
for one reason or another, the company has a 
way below average profit margin. Valuing the 
company based on sales would certainly over· 
value it, while valuing it based on SOE alone 
would under-value it. Is there some way to 
value the company so that the seller is 
rewarded for building sales, but punished for 
not doing it profitably enough? There is, and 
the remainder of this article will be devoted to 
showing you how to account for low prof· 
itability coupled with AR by use of a formula 
that adjusts the price-to-sales ratio upwards 
or downwards based on the degree of prof· 
itability, measured as SOE/AR, of the subject 
company relative to its peers in the data set. 

Once more, let's use the same data set that 
we left off with at the end of Part 3 of this 
series, the one with 14 data points as shown 
in Figure 1, data nos. 1-13 and t5, having 
eliminated data no. 14 as an outlier. First 

( we'll do this as a linear regression, and then 
·:.. 

·we'll do it a second time using the transfor-
mation techniques we learned in Part 3. As 
we are adding new columns to the work· 
sheet, we removed enough columns to the 
right of the label "Selling Price" such that the 
label "Trendn winds up in column I. Put the 
cursor in column I and insert two columns to 
the left. Label column I "Price/AR", and label 
column J "SOE/AR: In cell 13, enter the for­
mula + H3/E3, and in cell J3, enter the formu­
la + F3/E3, and then copy cells 13 and J3 
down to row 16. Figure 3 indicates that there 
is a definite linear relationship between the 
two variables. However, a linear relationship 
is not necessary for this model to work. In 
fact, the beauty of the model is that it will 
work even wren R2 drops to as low as .50. 

First, let's make some more room tor our· 
selves !11 the spreadsheet by moving the 
block or cells R19:S23 down two rows to 
R21:S2!i. Make the references to cciumn H 
absolute in cel;s S23, S24, and S25, and tllen 
copy this block of ce!1s to l21 :M25. PU1 the 
cursor in row i8 and inser: cne row. 

In cell K3, change the formula to read: 
== TREN0($1$3 :Sl$16,$J$3:SJS16, 13, 
TRUE}*E3, and then copy cell K3 down to 
row 16. Change the array formula in cells 
E22:F26 to read: ~UNEST(l3:116,J3:J16, 
TRUE,TAUE). Remember to highlight all 10 
cells and make your changes to the formula 
and then hit Control, Shift, and Enter simulta· 
neously to alter the array. In cell L3, change 
the formula to read =( +SF$22 +$ES22" JJ)•'f3 
and then copy cell L3 down to row 16. Now 
let's create some variables for our subject 
company by entering 400 in cell E19 and 45 
in cell F19. Then copy cells J16, K16, and 
Ll 6 down to row 19 (skip rows 17 and 181. 
In calls 120 and J20, compute the averages of 
rows 13:116 and J3:Jl6, respectively. 

This valuation model produces a value of 
$76,973. If our subject company was 
deemed to have average profitability as 
measured by SOE/AR, then its value would 
have approximated $164,000, obtained by 
multiplying the AR of $400 by the average 
Price/AR ratio of .4092. Bot since our subject 
company's profitability is 50% of the average 
of those companies in the data set, its 
Price/AR ratio has been reduced by the 
regression model to .1924 (76.973/400) to 
reflect this low degree of profitability relative 
to sales. Also notice that with the use of a 
linear model, data no. 12 is an outlier. Rather 
than immediately removing this data number, 
let's try a transformation procedure as we did 
in Part 3 to see if we can keep this data num­
ber in the model, and at the same time, 
obtain superior metrics. 

Figure 3 

Resat both cells Pl and Ql to . l. In cell P3, 
change the formula to read :::-JJ" SPSl. In 
cell 03, change the formula to read = 13 " $0$1. 
In cell R3, change the formula to read 
= TRENO,S0$3:$0$16,SP$3:SP$16,P3.TRUE) 
,.._ ( l/$0$1 }"E3. Check to be sure that cell S3 
contains the formula H3·X3 and that cell T3 
contains the formula ""STANDARDIZE 
{S3.$SS21,$SS22). Now copy cells P3:T3 
down to Row 16 and then copy cells P16 and 
S16 down to cells P19 and S19 (skipping rows 
17 and 181. Next, click on Tools, Solver, and 
click on Solve (again, Solver remembers your 
previous settings). Since Solver always 
searches for the perfect answer, it will fre· 
quently destabilize the model attempting to 
provide a solution. As this is probably what 
you have just experienced, we need to place 
some constraints on the model so that the 
best does not become the enemy of the good, 
and we get a meaningful solution. Click on 
Tools, Solver, Add, in "Cell reference· put 
P 1 :0 l, in the next box choose < =, and in 
"constraint~ place 1. Repeat this process with 
the same cell references, choose > =, and 
make the constraint ·5. This limits how far 
Solver can roam in its search for a solution. 
Why did we choose these constraints? Trial 
and error. By substituting various values in 
cells Pl and 01, we can estimate the points at 
which the model will destabilize and then 
place these estimates in the Solver function. 
While each data set will have its own set of 
constraints, the authors never set theirs higher 
than 5 or lower than -5, and very often, as in 
this case, one or the other constraint will be 

Continued 011 page 6 
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considerably cl-Oser to zero than either of these 
arbitrary maximums. Now click on Tools, 
Solver and Solve and repeat the process. Very 
often, especially in a complicated model such 
as this one, Solver needs two or more tries to 
optimize the model and produce usable results. 

Let's compare the results of the two models, ,. 
transformed and untransformed, to see which .... 
has the better metrics. While the predicted 
value for selling price is lower with the trans­
formed model, and there is no standardized 
residual greater than 2.5 as there is in the 
untransformed model, the metrics for the 
transformed model are worse than those of 
the untransformed model. This just goes to 
show that in this area of business valuation, 
as in all others, often there are unexpected 
surprises, blind alleys, dead-ends, and cul·de­
sacs. What course of action do the authors 
recommend at this point? As always, reason­
ableness, informed judgment. and common 
sense will come into play. 

Save your fi!e and then make a copy of the 
current worksheet and place it next to the 
worksheet we were just working on (giving it 
a different name). One possible solution to 
this conundrum is to remove data no. l 2 .. as 
it is more than 2.5 standardized residuals 
from the mean in the untransformed model, 
and at 2.23 standardized tesiduals in the 
transformed mode!, it is dooe to the cut-off 
point Place your cursor in flow l 4 and 
rte!ete that row ar.d run Sc!ver once mo re. 



Once more, let's compare the results as 
shown in Figure 4. 

Again, much to the surprise of the authors, 
th& output metrics show the untransformed 
model still outperforming the transformed 
model. Comparing Figures 5 and 6 readily 
shows this. This is very unusual and may be 
just because of the truncated nature and nar • 
row range of variables of this particular data 
set which was created for ease of demonstra­
tion, but please do not rely on this example as 
a reason to not transform your data sets. In 
the authors' experience, nine times out of ten, 
transforming the data sets produces superior 
results. However, in this case, the untrans· 
formed model gives superior results as 
demonstrated in Figure 7, which is a line chart 
comparing observed (actuaO selling price with 
its predicted value per the linear equation. If 
R2 were 1, rather than .9057, each set of data 
points would lie on top of each other. 

In conclusion, we can see that using Price/AR 
as a function of SOE/AR will produce a more 
realistic value when sales are relatively high 
and profits are relatively low, as opposed to 
the use of either AR or SOE alone as the sole 
value driver. With this particular data set. 
after removing two data nos. as outliers, the 
value results are as follows: 

Label X Variable Predicted Sellin~ Price 

AR S400 $159.476 

SDE/AR .113 $ 70.637 

This table indicates that the use of AR alone 
will over-value the subject company's assets 
by a considerable amount, and that the use of 
either SOE alone, or in combination with AR 
as demonstrated in this article, will produce a 
more realistic value. 

One more relevant topic is the question of 
how small should one make the outlier cut­
off1 The authors consistently use 2. 5 stan­
dard deviations because eJ(perience has 
shown them that as we drop the cut·off to 2 
standard deviations, thereby obtaining both 
lower SEEs and corresponding ccelficients af 
•iariation (COVsl. too many da~a points are 
given up to achieve this desired resuit. 

··.,,.,,:,:,· 

Figure 1 

Observ~vs. ~l"l8td1cr.~ Pr'Sr.::et 
unt•&nslon.,._. ~··Au~ 

---·---·--, 
' 

The cutoff of 2.5 standardized residuals was 
chosen as a compromise between the text­
book recommended 3 and the Toby Tatum 
suggested 2. One of the authors, starting 
with a data set of 137 observations and using 
lowest COV and observation count as his 
metrics, ran a transfonning model with three 
different cutoff figures and came up with the 
results shown in the following table: 

~ 
Resjdua! Cutoff lowest COY Observations 

2.0 Standard l 6. l 1 % 90 • 
deviations 

2.5 Standard 
deviations 

3.0 Standard 
deviations 

22.31% 

27.80% 

118 

128 

The decrease from 3 to 2.5 standard devia­
tions results in a decrease in the COV of 
24.6% at a cost of an 8.4% decrease in the 
number of observations, for a ratio of 2.93 
(24.6/8.4) to 1. On the other hand. a 
decrease from 3 to 2 standard deviations 
results in a decrease in the GOV of 72% at a 
cost of a 42% decrease in the number of 
observations, for a ratio of 1.71 (7Z!42l to l. 
More than a third of the observations are 
given up to get that highly desirable low COV 
of l 6.11 !\. We think that this is too h•gh a 
price to pay and ~ecomrrend a cutoff cf 2.5 
standard deviations. 

In '.he next ar.d final a:tic!e in t'1is series. we 

I 
j 

will offer assistance in understanding, inter­
preting, and using Excel' s summary output for 
regression analysis. 

Ma1k G. Filler, CPA!ABV, CBA, AM, CVA of 
Fille1 & Associates, P.A .. Portland, ME 
04t0t; Phone: (201} 772-0153; Fax: (207) 
761-4013; Email: mfille1@filler.com 

Jam11s A. DiGabriele, O.P.S., CPA/ABV, CFE, 
CFSA, DABFA, Cr.FA, CVA, is Assistant 
Professor in the Depattment of 
Accounting, Law It Taxation, Schaal of 
Business, Montclair State University, 
Montclair, NJ 07042,· Phone: (973/ 243· 
2600; Fax: (973) 243-2646; Email: 
jim@dmcpa.com e 
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, Correction 
I 
I 

I There is an editing error in part 3 of tile 
series of articles "The Application of 
Regression Analysis to the Direct Market 
Data Method," which appeared in the 
March/April Z007 issue of Focus. 

In the second paragraph, whlch begins in 
the middle column on page 3, the second 
sent9'11Ce should read "This is so because 
data that is not normally distributed is also 
o~en neither linear nor homo-genoous. w 

The wcrd not was omitted in the article. 

Our apologies for the eiror. 
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,· What's Inside llmplementing the AICPA Business 
Valuation Standards 

2 Many errors can be made during the 

electronic disco11ery process. A !awyer 

otters guidance to help avoid the most 

common errors. 

4 The filth and last part in the series on 

applving regress;on analysis to tile 

Direct Market Data Method 

6 Fi1111ncial stateme111 fraud is usua1ly a 

collaborative aflort. 

7 FYI .. , 
Disclosing the use of liqi;idation· 

basis accounting when tiling for Chapter 

11 bankruptcy proteetion >Heads upl 
The upcoming Internet address shortage: 

another Y2k?> Creating an ethical 

culture 

By Randie Dial. CPA!ABV 

Tile AICPA Consulting Services Executive Committee (CSEC) Issued the long-awaited Statement on 
Standards for Valuation Services No. 1 (SSVS No. l ,. SSVS No. 1 is entitled Valuation of a Business, 
Business Ownership Interest. Security, or Intangible Asset. SSVS No. 1 provides professional guidance 
to AICPA members jmembers) who provide client services to estimate the value of a business. busi­
ness ownership interest, security, or intangible asset (a subject interest). Although early application is 
encouraged, SSVS No. 1 is effective for client engagements to estimate value accepted by a member 
after January 1, 2008. 

The culmination of years of deliberation and debate, SSVS Na. t provides professional guidance to mem· 
bers with regard to 11) valuation engagement acceptance and planning considerations. (2) the develop· 
ment of the valuation analysis, and 13' the reporting of the value conclusions. For some members, the 
application of SSVS No. 1 may simply mean the documentation of valuation engagement procedures 
already performed at the member's firm or practice. However, for other members, the application of SSVS 
No. 1 may involve implementing a new set of firm valuation engagement procedures and practices. 

It ls noteworthy that the SSVS No. t standard applies to members from all disciplines (including, for 
example, audit, tax, consulting, personal financial planning, and litigation services) who pertorm busi­
ness valuation ( BV) services. The following are l 0 implementation recommendations for the applica­
tion of SSVS Na. 1 into a member's existing BV practice. 

1. Designate one BV practitioner as the firm's SSVS No. 1 BV standard expert. Obviously, each practi­
tioner who provides client valuation services should read and be familiar with SSVS No. 1. 
However, one practitioner should serve as the firm's Ngo to guy/gal" on SSVS No. 1 training. imple­
mentation. interpretation, and quality control fssues. 

2. Each practitioner who performs valuation services should have a copy of SSVS No. 1. Obviously, 
the firm should have a copy of SSVS No. 1 in its library, along with copies of all other AICPA profes­
sional standards. In addition, the firm should have a sign-off procedure confirming that each BV 
practitioner has ;ece;ve<t-and has read-a copy of SSVS No. 1. 

3 . .A!I firm BV practitioners shculd meet (in person, ff possible) to revf9w the new requirements of 
SSVS No. 7 and to diswss the firm's proposed implementation procedures for tl'1e application of 
SSVS :Vo. 1. This procedure shot.id help ensure both corr:Mun!~ati:m and ccnsistency among :iw 
f1r!n· s SV practifor.ers. 

4. Tflg fimi BV pracriti'Jners shauid inform aft firm partners and s:alf of rhe 1ssua11ce oi SSVS No. r 
The BV pra:::rnionm may offer ;r:ternal rr~·1n:rig 011 SSVS ~Io. 1 (on a summary :eve/ .. if ;;pp•r,p~iaie; 
to ti;! firrn rr;emturs wl;o ure intorestec. This 'nte,nal c::imir.ur:ica\1<:n 11ay re '.1for~e the awareness 
,')fall partners :i;~d s:arf as tn 111 :he µrn~essi<?:·.aiism of the firm's B1l practice a•1d 12J the breacth oi 
:he fo;n s B'/ ciienr serw:6s. 

5 BV p1·5ctitiG:~ers shwfd comn;unicate t/:e con!ei;f aMf the ;ment of SSVS No. 1 10.-i a summa."f !uel. 
,f :;oprupr.'<ttej tu ii;e firm's recwring vaiuatrurt clieillS a1id reffmal SUl1tces. H;i;~ comm~:r;icatro~ 

Ct:t:tfn ued c~·: pu{Je ? 
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departments may not always understand 
how to best handle data subject to legal 
discovery. The volume, complexity, and 
expense associated with electronic discov­
ery may present enormous challenges for IT 
departments with limited resources, train­
ing, or experience. Because of the fragile 
nature of electronic evidence, a company 
should engage expert assistance if the IT 
staff lacks the requisite equipment, time, 
training, and experience to perform a best 
practices collection. An expert may also be 
necessary if calling an IT person as a wit­
ness at trial is undesirable or if a conflict of 
interest might hurt the case. 

9. Neglecting to Carefully Choose an 
Electronic Evidence Expert. If the project 
requires highly trained and sophisticated 
technologies, and it is necessary to engage 
an outside expert, choosing that expert is an 
extremely important decision. Failing to 
choose an expert with the proper training, 
tools, and expertise could cost law firms and 
their clients unnecessary time delays and 
added expenses. When helping counsel and 
clients select an electronic evidence expert, 
consider how long the expert has been in 
business, whether the expert outsources 

any of its services, the number of electronic 
evidence projects the expert handles on a 
yearly basis, the expert's capacity to 
process paper and electronic documents, 
whether the expert has a secure online 
review and hosting solution integrating 
paper and electronic documents, and if the 
expert maintains strict quality control meas­
ures and has a record of quality deliverables. 
In larger cases, it may be prudent to actually 
visit the expert's facility to do a full inspec­
tion of their capabilities and facility security. 

10. Failing to Use an Online Repository Tool 
for Paper and Electronic Document 
Review. The days of conducting hardcopy 
document review page by page and box by 
box are nearly over. Instead, litigation sup­
port teams should capitalize on the 
advancements in the document discovery 
marketplace by reviewing both paper and 
electronic documents in an online repository 
tool. Leveraging the Internet and a database 
of discovery documents, electronic docu­
ment review saves time and money 
because reviewers can search, categorize, 
and produce documents in an electronic for­
mat. After narrowing the universe of data, 
reviewers can print various collections, con-

vert them into local litigation support data­
base load files, or save them natively. By ( 
using technology to integrate paper and 
electronic documents, law firms likely will 
reduce the amount of time, effort, and cost 
spent on document review and production. 

Although electronic discovery can seem like a 
daunting journey into an unknown place, a solid 
strategy for handling electronic data will put 
you and your clients in the best position for 
avoiding discovery sanctions and ensuring that 
the electronic evidence is admissible should 
the case proceed to trial. Those who develop a 
solid discovery plan, monitor preservation 
requirements, and address potential discovery 
problems long before they actually occur will 
set the stage for a comprehensive, efficient, 
and seamless discovery process-ultimately 
allowing them to scale the highest peak to gain 
the strategic edge in their cases. 

Jonathan Sachs is a Legal Consultant for 
Kroll Ontrack based in New York. Mr. Sachs 
assists attorneys and corporations with dis­
covery and investigations involving electron­
ically stored data and emails. The author 
gratefully acknowledges the assistance of ( 
Charity Oelich, a Kroll Ontrack law Clerk. 

I The Application of Regression Analysis to the D irect Market 
Data Method 

Part 5-Conclusion: How to Read, Understand, and Interpret Excel's Regression Output 

By James A. DiGabrie/e, D.P.S., CPA/ABV, CFE, CFSA, DABFA, Cr.FA, CVA, and Mark G. Filler, CPA/ABV, CBA, AM, CVA 

We now have the results of the regression 
equation that we have been working with in 
four earlier parts of this series (Part 1, August/ 
September 2006; Part 2, October/November/ 
December 2006; Part 3, March/April 2007; and 
Part 4, May/June 2007). At this point, you may 
be asking yourself: now what? The good news 
is that there are specific metrics included in the 
Excel summary regression output that will fur­
ther explicate the results of the model. For this 
explication we will be using as our demonstra­
tion model the summary output available 
through Excel' s regression tool found in its 
Analysis ToolPak. Please refer to Part 2, Figure 4 
of this series for a sample summary output, as 
well as the paragraph in Part 2 (October/ 
November/December 2006) that explains how 
to use the regression tool. 

FOCUS--July/August 2007 

The summary output will be discussed in two 
sections: regression statistics and the analysis of 
variance (ANDVA). The regression statistics sec­
tion illustrates the summary statistics of the 
regression equation, which includes Multiple R, R 
Square, Adjusted R Square, Standard Error, and 
Observations. The ANOVA section includes the 
analysis of variance considerations, including the 
F-statistic and F-significance, as well as the 
regression coefficients and p-values. In the follow­
ing sections, each part of the summary output 
will be discussed and its applicability to the valua­
tion assignment duly articulated. Please note that 
the summary output that follows was derived 
from Figure 3 of Part 3 (March/April 2007) of this 
series by regressing selling price against seller's 
discretionary earnings (SOE) for the 14 remaining 
data points (Nos. 1-13 and No. 15) 

Regression Statistics 

Table 1 

Multiple R 

R Square 

Regression Statistics 

Adjusted R Square 

Standard Error 

Observations 

0.9053 

0.8195 

0.8044 

25.4433 

14 

Multiple R, or the coefficient of correlation, is 
equal to the absolute correlation between the 
observed values of the dependent variable Y 
(selling price) and the values of the independent 
variable X (SOE). It measures the strength of a 
linear relationship. The value of Multiple R lies 
between -1 and + 1, and the closer your result 
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is to 1. the stronger the relationship. As a 
result, large values of Multiple R represent a 
greater correlation between SOE and selling 
price. For example, a Multiple R value of l rep· 
resents a modal that is perfecdy linear where all 
the points in a scatterplot lie on a straight line. 
In our example, the Multiple R is .9053. whlch 
is vmy close to 1. This indicates that SOE and 
selling price are highly correlated. As a rule of 
thumb, coefficients of correlation that are below 
. 70 are not useful in a valuation setting. 

R Square is a goodness-of-fit measure for a 
regression model that ranges between 0 and l 
and is also called Hthe coefficient of determina· 
tion." R Square is the proportion of variation in 
Y (dependent) variable (selling price} that is 
explained by changes in the X (independent) 
variable (SOE) The value of .8195 suggests that 
81.95% of the selling price of a business can be 
explained by the independent lfariable SOE. The 
remaining 18.05% is presumed to be random 
variation in the data. As a rule of thumb, coeff j. 
cients of determination that are less than .50 
are not useful in a valuation setting. 

Since the addition of extra X variables into the 
regression equation has the result of making R 
Square larger, Adjusted R Square has been 
introduced to penalize those models that have 
extra X variables with no additional explanatory 
value. Since all of your models will have only 
one X variable, Adjusted R Square is something 
you don't have to bother with. 

The Standard Error. also known as ''root mean 
square error," provides an estimate of the distri· 
bution of the prediction errors when predicting 
Y values from X values in the regression model. 
In other words, the standard error measures the 
size of a typical deviation of an observed value 
from the regression line. Think of the standard 
error as a way of averaging the size of the devi­
ations from the regression hr.e. The larger the 
value, the less well the regression modei fits 
the data. and therefore, the mcdei '.Viii not be as 
good at predicting the outcome as would te a 
lower standard error model. tt has been said 
that for a successtll regression mooei, the 
standard error of tr.e estimate should be consid­
erably smaller than the standard deviation of 
tile dependent 'l'ari~ble. In other wo~ds. tre 
cbservations shot1ld var1 less about ~~e rngres· 
:;;~n line than a"'ur the mean. 

Table Z 
A NOVA 

df SS MS F Signifcsnce F 

Regression 35,265.3953 35,265.3953 54.4757 0.0000 

Residual 12 7,768.3190 674.3599 

Total 13 43,033.7143 

Standard 
Coefficients Error t Stat P-value lower 95% Upper95% 

Intercept ·3.7101 21.4116 ·0.1733 0.8653 -50.3621 42.9419 

SOE l.8849 0.2554 

We have taken the task of calculating the stan­
dard deviation of our Y (dependent) variable. 
The standard deviation of this variable is 57.54. 
Since the standard error for our regression 
model is 25.44, it is fair to state that the model 
is very good at predicting selling prices based 
on SOE. The standard error can also be used to 
calculate the coefficient of variation (COV), 
which is the standard error divided by the aver· 
age of Y (the dependent variable). In this case, 
the average selling price is $146.14, making 
the COV 17.4%, an excellent outcome when 
using the Bizcomps database because COVs as 
high as 25 - 30% are very common. 

The observation value is the size of the sample 
used in the regression. In this case, the regres­
sion is based on the values from 14 market 
transactions. 

ANOVA 

The top half of the ANOVA table (Table 2) tells us 
if the overall regression model results in a signifi· 
cantly acceptable level of predictability for the 
outcome (dependent) variable. The bottom half of 
the ANOVA table infonns us if the slope of the 
regression line is different from zero, and there­
fore, whether or not we have a statisticaHy signifi· 
cant regression model. The top half of tr.e ANOVA 
table anal~zes the variability of ~ie seiling prices. 
The vatiability is d•vided into tNo parts: tr.e first is 
the 11ariabiiity due to the regression 1;ne aim the 
second is due to random variation. Th:s is shewn 
ill die si.1rnma."~ table by use of the various sums 
ot squares (SS!. Let's go through each of trem. 

As a stra~eQv for prgdk:ting ar. cutcome, ~or 
!eek of a b~tter ::!stirr:ate, cne may choose to 

7.3808 0.0000 1.3285 2.4414 

use tile mean as a fairly good guess. By substi· 
luting the mean as a model. we can calculate 
the difference between the observed values 
and those values predicted by the mean. 

The Regression row of the SS column refers to 
differences between the mean value of the out· 
come (dependent) variable Y and the regres· 
sion line. If this value is large, then the regres· 
sion model is different from the mean, which is 
our best guess as to the outcome. On the other 
hand, if this number is small, then using the 
regression model is just a little better than 
using the mean as an estimate. 

The Residual row of the SS column explains 
the differences between the observed data 
and the regression line. Thls value represents 
the degree of error when the regression model 
is fitted to the data. A low number here rela· 
tive to Regression SS indicates a model that 
fits the data well. 

The Total represents the sum of squared differ­
ences about the mean. The figure indicates 
how good the mean is as a model of the 
observed data. 

At this point, you may be asking yourself: why 
is this SS stuff useful? The first use of these 
numbers is that R Square can be calculated by 
divicl.ng Regressio11 SS by Total SS 
(35,265.3953/43,03~.7!43 ::::: Bl95). As we 
already knew, R Square is the propo"tion cf 
varielion in the Y (:faper:der:t varia~:e) that is 
explained by the X l;nciepende'lt) variable. 

Let's move over ro the column with :he headirg 
"MS." The numbers ;n r!1is wlwm1 can be defmed 
as ''tf·e mean sum of squares for Regr%sior. ilnd 
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Residual" and are easily calculated by dividing the 
SS numbers by the degrees of freedom (df) col­
umn. The practical use for these numbers is to 
calculate the F-ratio. In the ANOVA table, there is 
a column for the F-statistic, which is a measure 
of how much the model has improved our ability 
to predict the outcome compared with just using 
the mean of the dependent variable as a predictor. 
The calculation is Regression MS divided by 
Residual MS. If the model provides a good overall 
fit, we would expect the improvement in the pre­
diction due to the model to be large. That is, the 
Regression MS would be large, and the difference 
between the model and observed data would be 
small (Residual MS). As a result, a good model 
should have a large F-ratio (greater than 1 ). In 
addition, the significance of the F-ratio is 
assessed using critical values (p-values). In our 
model, the F-ratio is statistically significant as the 
Significance F number is less than .05. However, 
in a model with a single X coefficient (SOE in this 
case), F and Significance Fare redundant just like 
Adjusted R Square, because the t-statistic is the 
square root of F (or in reverse 7.38082 = 
54.4757). 

Just as R Square can be derived from the 
ANOVA table, so can the Standard Error be 
derived by simply taking the square root of 
Residual MS (or in reverse, 25.442 = 647.36). 

In the bottom part of the ANOVA table the 
most important numbers are the coefficients 
for the intercept and SOE. These two numbers 
represent the point of interception on the Y axis 
and the slope of the least squares regression 
line, respectively. With these coefficients, our 
regression equation now becomes: 

Y= 1.8849x + -3.7101 . 

Now let's assess the individual predictor (inde­
pendent) variable, SOE. The t-statistic (which 

measures the number of standard deviations 
from zero that the SOE coefficient is, and is 
computed by dividing the Coefficient by its 
Standard Error) tests the null hypothesis that 
the value of this variable is zero. If the variable 
has a significant p-value (less than .05), we 
would accept that the value is significantly dif­
ferent from zero, and therefore the independent 
variable contributes significantly to our ability 
to predict the value of a selling price for any 
particular business. In our case, SOE is statisti­
cally significant, because its p-value is less 
than .05, and its t-statistic is greater than 2. 
So, it is safe to say that SOE contributes signif­
icantly to our model, that is, it is significantly 
greater than zero, and therefore the model is a 
better predictor of value than the average sell­
ing price of the 14 businesses in our database. 

Just a quick note on the intercept. At-statistic 
of -.173 (less than 2.0) and a p-value greater 
than .05 (p = .8653) indicates that the inter­
cept does not differ from zero, and therefore 
the regression line goes through the origin (the 
point where the X and Y axes meet). The inter­
pretation of the intercept is less important than 
that of the X variable. It is literally the predicted 
selling price when there is no SOE. However, 
none of the observations in our 14-market 
transaction sample had an SOE of zero. 
Therefore, in a situation like this, where the 
range of independent variables does not include 
zero, it is best to think of the intercept term as 
an "anchor" for the regression line that allows 
us to predict selling prices for the range of 
observed SOE values. 

The remaining item to be explained in the regres­
sion output is the 95% limits. These limits allow 
us to report with 95% confidence that for each $1 
increase in SOE, the selling price of any particular 
business increases between $1.33 and $2.44. 

Conclusion 

This series of articles was intended to intro- ( 
duce practitioners to the statistical method of 
regression analysis and to demonstrate how 
this procedure can improve their valuations, 
especially when used in combination with an 
Income Method. This technique has always 
been a popular tool of economists. Recently, 
however, regression analysis has also found its 
way into the courts as evidence of damages in 
contractual actions, torts, and antitrust cases. 
These developments should further emphasize 
the importance to practitioners of understand-
ing this technique. 

In this series of articles, we focused on bivari­
ate simple regression analysis, and although 
many other forms of RA are available, the tools 
we provided in this series are all that you will 
need to competently apply RA in the use of the 
Direct Market Data Method and derive good 
valuation results. The authors feel so strongly 
that RA is the best way to get valuation results 
using the Direct Market Data Method that they 
are willing to answer your e-mail-submitted 
questions, at no charge, regarding the applica­
tion of the theory and practice demonstrated in(. 
this series of articles. 
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I Financial Statement Fraud: A Collaborat iv e Effort 
In instances of financial statement fraud, the 
number of organizations and individuals 
involved typically averages 7.2. This was "one 
of the main themes" that emerged from the 
study conducted by Robert Tillman and 
Michael lndergaard of St. John's University 
(Queens, NY) and reported in "Control 
Overrides in Financial Statement Fraud," which 
can be downloaded from the Web site of the 
Institute for Fraud Prevention (see "The Institute 
for Fraud Prevention" on page 7). 
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Another significant finding was that, of the 
organizations which were defendants and 
respondents in class action lawsuits or SEC 
actions, more than half were not the restating 
firms. Many were accounting firms and banks. 

Tillman and lndergaard conclude from their 
case studies that the relationship between the 
restating firm's senior managers and their audi­
tors cannot be characterized simply as "collu­
sion or no collusion." More important in the 

relationships was "the extent to which external 
auditors resisted efforts by senior managers to 
engage in fraudulent financial reporting and 
whether that resistance was consistent or 
inconsistent." 

They also conclude that the "reputational penal­
ty" theory often fails to deter fraud. Under this 
theory, directors and auditors are unlikely to 
cooperate with senior managers to deceive 
shareholders. The reason is they fear tarnishing 


