








Figure 2
Y X Outputs
Selling Avg Ratio | Median Linear
Price SDE Ratio Y/X Y/X Y/X Regression
40,000 20,000 2.00 27,222 25,000 41,333
43,333 20,000 217 27,222 25,000 41,333
43,333 30,000 1.44 40,833 37,500 45,167
46,667 30,000 1.56 40,833 37.500 45,167
50,000 40,000 1.25 54,444 50,000 49,000
50,000 40,000 1.25 54,444 50,000 49,000
46,667 50,000 0.93 68,056 62,500 52,833
53,333 50,000 1.07 68,056 62,500 52,833
56,667 60,000 0.94 81,667 75,000 56,667
60,000 60,000 1.00 81,667 75,000 56,667
Mean = 49,000 1.36 54,444 49,000
Std Dev = 6,295 0.43 5,714
COV (Std Dev) = : 31.9%
COV (RMSE) = 29.2% 5.7%
Median = 1.25 50,000
AAD = 0.32 5,000
COD = 25.8% 10.0%
RMSE = 15,886 13,229 2,801
Elements of the Linear Equation:
Intercept = a = 33,667
Slope=b = 0.3833
Equation (y = a + bx): P
Linear Regression = Predicted Selling Price = 33,667 + .3833(SDE) %f
Analysis of Dispersion
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The Application of Regression Analysis to the Direct
Market Data Method

Part 2: Performing a regression analysis using
Microsoft Excel

By Mark G. Filler, CPA/ABV, CBA, AM, CVA,
and James A. DiGabriele, D.PS., CPA/ABY,
CFE, CFSA, DABFA, CrFA, CVA

Like ali Microsoft Qffice products, there are at
least two ways to do anything in Excel, includ-
ing regression analysis (RA}. Rather than
develop a tutorial that demonstrates all the pos-
sible ways Excel’'s RA features can be put to
use, the authors will focus on instructing you in
the use of the functions they use daily in their
business valuation {BV) practices.

As we showed in Part 1 of this series, a picture
is worth a thousand words, so let’s start there.
Figure 1 represents a sample of 15 sales trans-
actions drawn from the Bizcomps database,
without correcting for the fact that some of the
transactions include seller financing with
below-market rates of interest, an infirmity we
will address fater in this article. For ease of
instruction, we are showing only those columns
of information provided by Bizcomps that are
pertinent to the task at hand. Please recreate
Figure 1 in Excel on your own computer, or at a
minimum, just fill in columns F for SDE and H
for Selling Price, save the worksheet, and then
follow the instructions below.

First, select the range F3:F17, then hold down
the control key and select the range H3:H17.

Click on the Chart function button, click XY
{scatter), click next, click next again, remove
the legend by right-clicking and selecting clear,
select the Titles tab, enter Price to SDE as the
chart title, enter SDE {$} as the X axis value and
Price ($) as the Y axis value, click next, and
place the chart in a new sheet. Your chart
should lock like Figure 2. Now, right click on
any one of the data points, choose add trend-
line, select Linear type, click on the Qptions tab
and select Display equation and Display R-
squared. Click OK and save the workbook. Your
chart should now lock fike Figure 3.

You now have a visual presentation of the rela-
tionship between the x-variable, SOE and the y-
variable (the selling price}, along with the equa-
tion for predicting selling prices, as well as a
measure of goodness of fit, the equation’s r-
squared value. The chart is dynamic, not stat-
ic, which means that if we change any of the
data in Figure 1, the chart will automatically
update. Don’t mind the low RZ and the outlying
data points; we'll deal with those in a later arti-
cle. For now, let’s focus on learning about
Excel’s RA functians.

Analysis ToolPak

A static presentation of RA, useful for reports,
can be found in Excel’'s Analysis ToolPak. if you
don't already have the ToolPak loaded into
Excel, go to Tools, Add-ins, and select Analysis

o,

ToolPak and Analysis ToolPak-VBA, and click
OK. This will load the ToolPak for you. To use
the TooiPak, go to Tools, Data Analysis, scroll
down and select Regression, and click OK. This
wilf bring up the regression analysis tocl. The
input Y range is HZ:H17, and the Input X range
is F2:F17. Select Labels, and for output, select
New Worksheet Ply, and then click OK, and
save the workbook. Your output will look like
Figure 4 after you have deleted columns H and
I, have selected the whole output section
A1:G18, have clicked on Format, selected
columns, and have chosen AutoFit Selection.
Notice that R square is the same number as R2
in Figure 3, and that the coefficients for the
intercept and SDE are the same numbers as in
the equation in Figure 3. We will explain the
purpose of the additional information contained
in the Summary Qutput later in this series of
articles.

Another way to do an RA that contains almost
as much information as the static regression \
analysis toof output is to use Excel’s array for-
mula in conjunction with one of its statistical
functions. Beneath the columns for SDE and
Selling Price in Figure 1 that you previously cre-
ated, select and highlight with the cursor an
area 2 columns wide and 5 rows deep, say the
range H23:127. Click on the Paste Function but-
ton, on the left side select the Statistical func-
tion category, and on the right side, select
LINEST and click OK. For Known Y’s, select

Figure 1
BIZCOMPS DATA
i Per T
Data SIC Annual Seiling § Cent Days om |
No. CODE# Business Type Revenue | SDE | Sales Date Price Down Terms Area Market é
1 2396 Silk Screen Printing 05 38 8/31/1993 a2 025 @ 8% Baten Rouge, LA
2 2396 Silk Screen Printing 245 ¥ ORSI5/1955 42 100 N/ A Midwest 120
3 2396 Silk Screen Printing 243 3% 112 B4 Yrs B E% Chio 2m
4 2396 Silk Screen Printing 299 1585 Tampa, FL 110
3 2396 Silk Sereen Printing e 126 Contral Florkda
2] 2396 Silk Screen Printing 350 12/ 2243 Florida 18
7 2396 Gilk Screen Printing e 6/12/ 179 Spokane, WA 120
8 2396 Silk Screen Printing 3% et ; San Diego, TA 57
9 2395 Silk Screen Printing il 145 M Yrs e 8% Spokane, WA 50
g H33 06 BlUYrs@7 Fulsa, OK e
11 kit 138 Colorado 66
i2 312 25 Sar: Francias 36
t3 416 43 Florida 54
i4 136 4540 Uenver, O
i35 58 233 MY s @ Pre 20 Stowkton, TA 170

FOCUS—Octoher/November/December 2006














































Continued from page 3

departments may not always understand
how to best handle data subject to legal
discovery. The valume, complexity, and
expense associated with electronic discov-
ery may prasent enormous challenges for IT
departments with limited resources, train-
ing, ar experience. Because of the fragile
nature of electronic evidence, a company
should engage expert assistance if the IT
staff lacks the requisite equipment, time,
training, and experience to perform a best
practices collection. An expert may also be
necessary if calling an IT person as a wit-
ness at trial is undesirable or if a conflict of
interest might hurt the case.

9. Neglecting to Carefully Choose an
Electronic Evidence Expert. If the project
requires highly trained and sophisticated
technologies, and it is necessary to engage
an outside expert, choosing that expert is an
extremely important decision. Failing to
choose an expert with the proper training,
tools, and expertise could cost law firms and
their clients unnecessary time delays and
added expenses. When helping counsel and
clients select an electronic evidence expert,
consider how long the expert has been in
business, whether the expert outsources

any of its services, the number af electronic
evidence projects the expert handles on a
yearly basis, the expert’s capacity to
process paper and electronic documents,
whether the expert has a secure onfine
review and hasting solution integrating
paper and electronic documents, and if the
expert maintains strict quality control meas-
ures and has a record of quality defiverables.
in larger cases, it may be prudent to actually
visit the expert’s facility to do a full inspec-
tion of their capabilities and facility security.

10. Failing to Use an Online Repository Tool
for Paper and Electronic Document
Review. The days of conducting hardcopy
document review page by page and box by
box are nearly over. Instead, litigation sup-
port teams should capitalize on the
advancements in the document discovery
marketplace by reviewing both paper and
electronic documents in an online repository
tool. Leveraging the Internet and a database
of discovery documents, electronic docu-
ment review saves time and money
because reviewers can search, categorize,
and produce documents in an electronic for-
mat, After narrowing the universe of data,
reviewers can print various collections, con-

vert them into local litigation support data-
base load files, or save them natively. By #~
using technalogy to integrate paper and
electronic documents, law firms likely will
reduce the amount of time, effort, and cost
spent on document review and praduction.

Although electranic discovery can seem like a
daunting journey into an unknown place, a solid
strategy for handling electronic data will put
you and your clients in the best paosition for
avoiding discovery sanctions and ensuring that
the electronic evidence is admissible should
the case proceed to trial. Those who develop a
solid discovery plan, monitor preservation
requirements, and address potential discovery
problems long before they actually occur will
set the stage for a comprehensive, efficient,
and seamless discovery process—ultimately
allowing them to scale the highest peak to gain
the strategic edge in their cases.

Jonathan Sachs is a Legal Consultant for
Kroll Ontrack based in New York. Mr. Sachs
assists attorneys and corporations with dis-
covery and investigations involving electron-
ically stored data and emails. The author
gratefully acknowledyges the assistance of ’
Charity Delich, a Kroll Ontrack Law Clerk.
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Part 5-Conclusion: How to Read, Understand, and Interpret Excel’s Regression Output

By James A. DiGabhriele, D.PS., CPA/ABY, CFE, CFSA, DABFA, Cr.FA, CVA, and Mark G. Filler, CPA/ABY, CBA, AM, CVA

We now have the results of the regression
equation that we have been working with in
four earfier parts of this series {Part 1, August/
September 2006; Part 2, October/November/
December 2006; Part 3, March/April 2007; and
Part 4, May/June 2007). At this point, you may
be asking yourself: now what? The good news
is that there are specific metrics included in the
Excel summary regression output that will fur-
ther explicate the resuits of the madel. For this
explication we will be using as our demonstra-
tion model the summary output available
through Excel’s regression tool found in its
Analysis ToolPak. Please refer to Part 2, Figure 4
of this series far a sample summary output, as
well as the paragraph in Part Z (October/
November/December 2006) that explains how
to use the regression tool.
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The summary output will be discussed in two
sections: regression statistics and the analysis of
variance (ANOVA}. The regression statistics sec-
tion illustrates the summary statistics of the
regression equation, which includes Multiple R, R
Square, Adjusted R Square, Standard Error, and
Observations. The ANOVA section includes the
analysis of variance considerations, including the
F-statistic and F-significance, as well as the
regression coefficients and p-values. In the fallow-
ing sections, each part of the summary output
will be discussed and its applicability to the valua-
tion assignment duly articulated. Please note that
the summary output that follows was derived
from Figure 3 of Part 3 (March/Aprif Z007) of this
series by regressing selling price against seller’s
discretionary earnings {SDE} for the 14 remaining
data points {Nos. 1-13 and No. 15}.

Regression Statistics

Table 1

Regression Statistics
Multiple R 0.9053
R Square 0.8195
Adjusted R Square 0.8044
Standard Error 25.4433
Observations 14

Multiple R, or the coefficient of correlation, is
equal to the absolute correlation between the
observed values of the dependent variable Y
{selling price} and the values of the independent
variable X {SDE). it measures the strength of 2
linear refationship. The value of Muitiple R lies
between -1 and +1, and the claser your resuit
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Residual” and are easily calculated hy dividing the
SS numbers by the degrees of freedom (df} col-
umn, The practical use for these numbers is to
calculate the F-ratio. in the ANOVA table, there is
a column for the F-statistic, which is a measure
of how much the model has improved our ability
to predict the outcome compared with just using
the mean of the dependent variable as a predictor.
The calcufation is Regression MS divided by
Residual MS. if the model provides a good overall
fit, we would expect the improvement in the pre-
diction due to the model to be large. That is, the
Regression MS would be large, and the difference
between the model and observed data would be
small {Residual MS). As a result, a good model
should have a large F-ratio (greater than 1}. in
addition, the significance of the F-ratio is
assessed using critical values {p-values). In our
model, the F-ratio is statistically significant as the
Significance F number is less than .05. However,
in a modef with a singte X coefficient (SDE in this
case), F and Significance F are redundant just like
Adjusted R Square, because the t-statistic is the
square root of F {or in reverse 7.38082 =
54.4757).

Just as R Square can be derived from the
ANOVA table, so can the Standard Error be
derived by simply taking the square root of
Residual MS (or in reverse, 25.442 = 647.36).

in the bottom part of the ANGVA table the
most important numbers are the coefficients
for the intercept and SDE. These two numbers
represent the point of interception on the Y axis
and the slope of the least squares regression
line, respectively. With these coefficients, our
regression equation now becomes:

Y=1.8849x + -3.7101.

Now let's assess the individual predictor {inde-
pendent} variable, SDE. The t-statistic (which

meastres the number of standard deviations
from zero that the SDE coefficient is, and is
computed by dividing the Coefficient by its
Standard Errar} tests the null hypothesis that
the value of this variable is zero. If the variable
has a significant p-value {less than .05}, we
would accept that the value is significantly dif-
ferent from zero, and therefore the independent
variable contributes significantly to our ability
to predict the value of a selling price for any
particular business. In our case, SDE is statisti-
cally significant, because its p-value is less
than .05, and its t-statistic is greater than 2,
So, it is safe to say that SDE contributes signif-
icantly to our model, that is, it is significantly
greater than zero, and therefore the model is a
better predictor of value than the average sell-
ing price of the 14 businesses in our database.

Just a quick note on the intercept, A t-statistic
of -.173 {less than 2.0} and a p-value greater
than .05 {p = .8653) indicates that the inter-
cept does not differ from zero, and therefore
the regression line goes through the origin (the
point where the X and Y axes meet}. The inter-
pretation of the intercept is less important than
that of the X variable. It is literally the predicted
selling price when there is no SDE. However,
none of the observations in our 14-market
transaction sample had an SDE of zero.
Therefore, in a situation like this, where the
range of independent variables does not include
zero, it is best to think of the intercept term as
an “anchor” for the regression line that allows
us to predict selling prices for the range of
observed SDE values.

The remaining item to be explained in the regres-
sion output is the 95% limits. These limits allow
us to report with 95% confidence that for each $1
increase in SDE, the selling price of any particular
business increases between $1.33 and $2.44.

Conclusion

F

This series of articles was intended to intro- ¢
duce practitioners to the statistical method of
regression analysis and to demonstrate how
this procedure can improve their valuations,
especially when used in combination with an
income Method. This technigue has always
been a popular too! of economists. Recently,
however, regression analysis has also found its
way into the courts as evidence of damages in
contractual actions, torts, and antitrust cases.
These developments should further emphasize
the importance to practitioners of understand-
ing this technique.

In this series of articles, we focused on bivari-
ate simple regression analysis, and although
many other forms of RA are available, the tools
we provided in this series are all that you will
need to competently apply RA in the use of the
Direct Market Data Method and derive good
valuation results. The authors feel so strongly
that RA is the best way to get valuation results
using the Direct Market Data Method that they
are willing to answer your e-mail-submitted
guestions, at no charge, regarding the applica-
tion of the theory and practice demonstrated in..
this series of articles. ¢

James A. DiGabriele, D.PS., CPA/ABV, CFE,
CFSA, DABFA, Cr.FA, CVA, is Assistant
Professor in the Department of Accounting,
Law, & Taxation, School of Business,
Montclair State University, Montclair, NJ
07042. Phone: (973} 243-2600; fax: (973)
243-2646; e-mail: jim@dmcpa.com

Mark G. Filler, CPA/ABV, CBA, AM, CVA, is
founder of Filler & Associates, PA. Portland,
ME 04101. Phone: (207) 772-0153, x222;
fax: (207} 761-4013; e-mail: mfiller@
filler.com

| Financial Statement Fraud: A Collaborative Effort

In instances of financial statement fraud, the
number of organizations and individuals
involved typically averages 7.2. This was “one
of the main themes” that emerged from the
study conducted by Robert Tillman and
Michael Indergaard of St. John's University
{Queens, NY} and reported in “Controf
Overrides in Financia! Statement Fraud,” which
can be downioaded from the Web site of the
Institute for Fraud Prevention {see "The Institute
for Fraud Prevention” on page 7).
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Another significant finding was that, of the
organizations which were defendants and
respondents in class action lawsuits or SEC
actions, more than haif were not the restating
firms. Many were accounting firms and banks.

Tiliman and Indergaard conclude from their
case studies that the relationship between the
restating firm's senior managers and their audi-
tors cannot be characterized simply as “coliu-
sion or no coliusion.” More important in the

relationships was “the extent to which external
auditors resisted efforts by senior managers ta
engage in fraudulent financial reporting and
whether that resistance was consistent or
inconsistent.”

They aiso conclude that the “reputational penal-
ty” theory often fails to deter fraud. Under this
theory, directors and auditors are unlikely to
cooperate with senior managers to deceive
shareholders. The reason is they fear tarnishing



